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After reading this chapter, you should know the answers to these questions:

● What are three requirements for an excellent decision-making system?

● What are three decision-support roles for computers in clinical medicine?

● How has the use of computers for clinical decision support evolved since the1960s?

● What is a knowledge-based system?

● What influences account for the gradual improvement in professional attitudes toward use of computers for clinical decision support?

● What are the five dimensions that characterize clinical decision-support tools?

● What are clinical-practice guidelines, and what are the challenges in providing guideline-based decision support?

● What are the principal scientific challenges in building useful and acceptable clinical decisionsupport tools?

● What legal and regulatory barriers could affect distribution of clinical decision-support technologies?

1 The Nature of Clinical Decision-Making

If you ask people what the phrase “computers in medicine” means, they often describe a computer program that helps physicians to make diagnoses. Although computers play numerous important clinical roles, from the earliest days of computing people have recognized that computers might support health-care workrs by helping these people to sift through the vast collection of possible diseases and symptoms. This idea has been echoed in futuristic works of science fiction. In Star Trek, for example, medical workers routinely point devices at injured crew members to determine instantly what is the problem and how serious is the damage. The prevalence of such expectations, coupled with a general societal concern about the influence of computers on interpersonal relationships and on job security, has naturally raised questions among health workers. Just what can computers do today to support clinical decision-making? How soon will diagnostic tools be generally available? How good will they be? What will their effects be on the practice of medicine, on medical education, and on relationships among colleagues or between physicians and patients?

1.1 Types of Decisions

By now, you are familiar with the range of clinical decisions. The classic problem of diagnosis (analyzing available data to determine the pathophysiologic explanation for a patient’s symptoms) is only one of these. Equally challenging is the diagnostic process—deciding which questions to ask, tests to order, or procedures to perform and determining the value of the results relative to associated risks or financial costs. Thus, diagnosis involves not only deciding what is true about a patient but also what data are needed to determine what is true. Even when the diagnosis is known, there often are challenging management decisions that test the physician’s knowledge and experience: Should I treat the patient or allow the process to resolve on its own? If treatment is indicated, what should it be? How should I use the patient’s response to therapy to guide me in determining whether an alternate approach should be tried or, in some cases, to question whether my initial diagnosis was incorrect after all?

Biomedicine is also replete with decision tasks that do not involve specific patients or their diseases. Consider, for example, the biomedical scientist who is using laboratory data to help with the design of her next experiment or the hospital administrator who uses management data to guide decisions about resource allocation in his hospital. Although we focus on systems to assist with clinical decisions in this chapter, we emphasize that the concepts discussed generalize to many other problem areas as well. The requirements for excellent decision-making fall into three principal categories: (1) accurate data, (2) pertinent knowledge, and (3) appropriate problemsolving skills. The data about a case must be adequate for making an informed decision, but they must not be excessive. Indeed, a major challenge occurs when decision-makers are bombarded with so much information that they cannot process and synthesize the information intelligently and rapidly. Thus, it is important to know when additional data will confuse rather than clarify and when it is imperative to use tools (computational or otherwise) that permit data to be summarized for easier cognitive management. The operating room and intensive-care units are classic settings for this problem; patients are monitored extensively, numerous data are collected, and decisions often have to be made on an emergent basis. Equally important is the quality of the available data. 
Thus, clinical data often need to be validated. Even good data are useless if we do not have the basic knowledge necessary to apply them properly. Decision-makers must have broad knowledge of medicine, in-depth familiarity with their area of expertise, and access to information resources that provide pertinent additional information. Their knowledge must be accurate, with areas of controversy well understood and questions of personal choice well distinguished from topics where a dogmatic approach is appropriate. Their knowledge must also be current; in the rapidly changing world of medicine, facts decay just as certainly as dead tissue does. Good data and an extensive factual knowledge base still do not guarantee a good decision; good problem-solving skills are equally important. Decision-makers must know how to set appropriate goals for a task, how to reason about each goal, and how to make explicit the trade-offs between costs and benefits of diagnostic procedures or therapeutic maneuvers. The skilled clinician draws extensively on personal experience, and new physicians soon realize that good clinical judgment is based as much on an ability to reason effectively and appropriately about what to do as it is on formal knowledge of the field or access to high-quality patient data. Thus, clinicians must develop a strategic approach to test selection and interpretation, understand ideas of sensitivity and specificity, and be able to assess the urgency of a situation. Awareness of biases and of the ways that they can creep into problem-solving also are crucial.

1.2 The Role of Computers in Decision Support

A clinical decision-support system is any computer program designed to help healthcare professionals to make clinical decisions. In a sense, any computer system that deals with clinical data or knowledge is intended to provide decision support. It is accordingly useful to consider three types of decision-support functions, ranging from generalized to patient specific.

Tools for Information Management

Health-care information systems and information-retrieval systems are tools that manage information. Specialized knowledge-management workstations are under development in research settings; these workstations provide sophisticated environments for storing and retrieving clinical knowledge, browsing through that knowledge much as we might page through a textbook, and augmenting it with personal notes and information that we may need later for clinical problemsolving. Information-management tools provide the data and knowledge needed by the clinician, but they generally do not help her to apply that information to a particular decision task.

Interpretation is left to the clinician, as is the decision about what information is needed to resolve the clinical problem.

Tools for Focusing Attention

Clinical-laboratory systems that flag abnormal values or that provide lists of possible explanations for those abnormalities and pharmacy systems that alert providers to possible drug interactions (Evans et al., 1986; Tatro et al., 1975) are tools that focus the user’s attention. Such programs are designed to remind the user of diagnoses or problems that might otherwise have been overlooked.

Typically, they use simple logics, displaying fixed lists or paragraphs as a standard response to a definite or potential abnormality.

Tools for Providing Patient-Specific Recommendations

Such programs provide custom-tailored assessments or advice based on sets of patientspecific data. They may follow simple logics (such as algorithms), may be based on decision theory and cost–benefit analysis, or may use numerical approaches only as an adjunct to symbolic problem solving. Some diagnostic assistants (such as Dxplain [Barnett et al., 1987] or QMR [Miller et al., 1986]) suggest differential diagnoses or indicate additional information that would help to narrow the range of etiologic possibilities. Other systems (such as the original Internist-1 program [Miller et al., 1982], from which QMR was derived) suggest a single best explanation for a patient’s symptomatology. Other systems interpret and summarize the patient’s record over time in a manner sensitive to the clinical context (Shahar & Musen, 1996). Still other systems provide therapy advice rather than diagnostic assistance (Musen et al., 1996).

The boundaries among these three categories are not crisp, but the distinctions are useful in defining the range of capabilities that computers can provide to assist clinicians with making decisions.

Systems of the first two types are discussed elsewhere in this book.

2 Historical Perspective

Since the earliest days of computers, health professionals have anticipated the time when machines would assist them in the diagnostic process. The first articles dealing with this possibility appeared in the late 1950s (Ledley & Lusted, 1959), and experimental prototypes appeared within a few years (Warner et al., 1964). Many problems prevented the widespread introduction of such systems, however, ranging from the limitations of the scientific underpinnings to the logistical difficulties that developers encountered when encouraging clinicians to use and accept systems that were not well integrated into the practitioners’ usual workflow. Three advisory systems from the 1970s provide a useful overview of the origin of work on clinical decision-support systems: deDombal’s system for diagnosis of abdominal pain (de Dombal et al., 1972), Shortliffe’s MYCIN system for selection of antibiotic therapy (Shortliffe, 1976), and the HELP system for delivery of inpatient medical alerts (Kuperman et al., 1991; Warner, 1979). 

2.1 Leeds Abdominal Pain System

Starting in the late 1960s, F. T. deDombal and his associates at the University of Leeds studied the diagnostic process and developed computer-based decision aids using Bayesian probability theory. 
Using surgical or pathologic diagnoses as the gold standard, they emphasized the importance of deriving the conditional probabilities used in Bayesian reasoning from high-quality data that they gathered by collecting information on thousands of patients (Adams et al., 1986). Their system, the Leeds abdominal pain system, used sensitivity, specificity, and disease-revalence data for various signs, symptoms, and test results to calculate, using Bayes’ theorem, the probability of seven possible explanations for acute abdominal pain (appendicitis, diverticulitis, perforated ulcer, cholecystitis, small-bowel obstruction, pancreatitis, and nonspecific abdominal pain). To keep the Bayesian computations manageable, the program made the assumptions of (1) conditional independence of the findings for the various diagnoses and (2) mutual exclusivity of the seven diagnoses. In one system evaluation (de Dombal et al., 1972), physicians filled out data sheets summarizing clinical and laboratory findings for 304 patients who came to the emergency room with abdominal pain of sudden onset. The data from these sheets became the attributes that were analyzed using Bayes’ rule. Thus, the Bayesian formulation assumed that each patient had one of the seven conditions and selected the most likely one on the basis of the recorded observations. Had the program been used directly by emergency-room physicians, results could have been available, on average, within 5 minutes after the data form was completed. During the study, however, the cases were run in batch mode; the computer-generated diagnoses were saved for later comparison to (1) the diagnoses reached by the attending clinicians and (2) the ultimate diagnosis verified during surgery or through appropriate tests. In contrast to the clinicians’ diagnoses, which were correct in only 65 to 80 percent, the program’s diagnoses were correct in 91.8 percent of cases. Of particular interest was the program’s accuracy regarding appendicitis—a diagnosis that is often made incorrectly (or, less often, is missed or at least delayed). In no cases of appendicitis did the computer fail to make the correct diagnosis, and in only six cases were patients with non-specific abdominal pain incorrectly classified as having appendicitis.

2.2 MYCIN

A different approach to computer-assisted decision support was embodied in the MYCIN program (Stanford University), a consultation system that de-emphasized diagnosis to concentrate on appropriate management of patients who have infections (Shortliffe, 1976). MYCIN’s developers believed that straightforward algorithms or statistical approaches were inadequate for this clinical problem in which the nature of expertise was poorly understood and even the experts often disagreed about how best to manage specific patients, especially before definitive culture results became available. As a result, the researchers were drawn to the field of artificial intelligence (AI), a subfield of computer science that has focused on manipulation of abstract symbols rather than on numerical calculations. Knowledge of infectious diseases in MYCIN was represented as production rules, each containing a “packet” of knowledge derived from discussions with collaborating experts. A production rule is simply a conditional statement that relates observations to associated inferences that can be drawn. MYCIN’s power was derived from such rules in a variety of ways:

● The MYCIN program determined which rules to use and how to chain them together to make decisions about a specific case.

● The rules often formed a coherent explanation of MYCIN’s reasoning—those that applied to the current decision were displayed in response to users’ questions. Although rules were stored in a machine-readable format, English translations could be displayed.

● By removing, altering, or adding rules, system developers could modify the program’s knowledge structures rapidly, without explicitly reprogramming or restructuring other parts of the knowledge base. (Making such changes, however, could lead to unintended side effects.) The developers evaluated MYCIN’s performance on therapy selection for patients with blood-borne

bacterial infections (Yu 1979b), and for those with meningitis (Yu et al., 1979a]. In the latter study, MYCIN gave advice that compared favorably with that offered by experts in infectious diseases. 
MYCIN, however, is best viewed as an early exploration of methods for capturing and applying illstructured expert knowledge to solve important medical problems. Although the program was never used clinically, it paved the way for a great deal of research and development in the 1980s. In fact, the development of knowledge-based systems, and the commercialization of the rule-based approach in a variety of nonmedical fields during the early 1980s, evolved from MYCIN and from related systems developed during the 1970s (Hayes-Roth et al., 1983).
2.3 HELP

In the earlier discussion of computer-based patient record systems, we referred to the HELP system, an integrated hospital information system developed at LDS Hospital in Salt Lake City. HELP has the ability to generate alerts when abnormalities in the patient record are noted, and its impact on the development of the field has been immense, with applications and methodologies that span nearly the full range of activities in biomedical informatics (Kuperman et al., 1991).

HELP adds to a conventional medical-record system a monitoring program and a mechanism for storing decision logic in “HELP sectors” or logic modules. Thus, patient data are available to users who wish to request specific information, and the usual reports and schedules are automatically printed or otherwise communicated by the system. In addition, there is a mechanism for eventdriven generation of specialized warnings, alerts, and reports. HELP’s developers originally created a specialized language named PAL for writing medical knowledge in HELP sectors. Beginning in the 1990s, workers at LDS Hospital, Columbia Presbyterian Medical Center, and elsewhere created and adopted a standard formalism for encoding decision rules known as the Arden syntax—a programming language that provides a canonical means for writing rules that relate specific patient situations to appropriate actions for practitioners to follow (Hripcsak et al., 1994). The Arden syntax incorporates many of the features of PAL, as well as those of other frameworks for writing clinical decision rules that other research groups developed during the 1970s and 1980s. In the Arden syntax, each decision rule, or HELP sector, is called a medical logic module (MLM).

Arden syntax. Whenever new data about a patient become available, regardless of the source, the HELP system checks to see whether the data match the criteria for invoking an MLM. If they do, the system evaluates the MLM to see whether that MLM is relevant for the specific patient. The logic in these MLMs has been developed by clinical experts working with medical information scientists. The output generated by successful MLMs includes, for example, alerts regarding untoward drug actions, interpretations of laboratory tests, or calculations of the likelihood of diseases. This output result is communicated to the appropriate people through the hospital information system’s workstations or on written reports, depending on the urgency of the output message and the location and functions of the person for whom the report is intended.

.2.4 Lessons from Early Decision-Support Systems

The Leeds abdominal pain system was an important exemplar of the clinical value of Bayesian diagnostic systems. Subsequent Bayesian systems, such as the Pathfinder system for diagnosis of lymph-node pathology (Heckerman et al., 1989), built solidly on the foundation laid by deDombal and his co-workers. Similarly, rule-based approaches to clinical decision-making, as pioneered in systems such as MYCIN and HELP, have led to more recent frameworks for representing medical knowledge, such as the Arden syntax. The early decision-support systems demonstrated the feasibility of encoding medical knowledge so that it could be processed by computers.

Although the HELP system was a notable exception, most early decision-support tools were rarely used by health personnel and were viewed with skepticism. The subsequent evolution in attitudes has been due in large part to four influences: (1) the emergence of personal workstations, the World

Wide Web, and easy-to-use interfaces; (2) the increasing recognition on the part of technology developers that computer systems must meld transparently with the work practices of groups that are asked to adopt new technologies; (3) the growing distress among health professionals and managed-care organizations regarding the amount of information that practitioners need to practice medicine well and to avoid errors; and (4) the increasing fiscal pressure to practice costeffective, evidence-based medicine, which leads practitioners to consider carefully the clinical utility and reliability of tests, procedures, and therapies—especially when the latter are expensive or risky.
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