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1 Introduction

As is evident to anyone who has had an X-ray, a magnetic resonance imaging (MRI) exam, or a biopsy, images play a central role in the health care process. In addition, images play important roles in medical communication and education, as well as in research. In fact much of our recent progress, particularly in diagnosis, can be traced to the availability of increasingly sophisticated images that not only show the structure of the body in incredible detail but also show the function.

Although there are many imaging modalities, images of all types are increasingly being converted to or initially acquired in digital form. This form is more or less the same across all imaging modalities. It is therefore amenable to common image-processing methodologies for enhancement, analysis, display, and storage. Because of the ubiquity of images in biomedicine, the increasing availability of images in digital form, the rise of high-powered computer hardware and networks, and the commonality of image-processing solutions, digital images have become a core data type that must be considered in many biomedical informatics applications. Therefore, this chapter is devoted to a basic understanding of this core data type and many of the image-processing operations that can be applied to it. Chapter 18, on the other hand, describes the integration of images and image processing in various applications, particularly those in radiology since radiology places the greatest demands on imaging methods.

The topics covered by this chapter and Chapter 18 are generally part of biomedical imaging informatics (Kulikowski, 1997), a subfield of biomedical informatics that has arisen in recognition of the common issues that pertain to all image modalities and applications once the images are converted to digital form. By trying to understand these common issues, we can develop general solutions that can be applied to all images, regardless of the source.

The common tasks addressed by imaging informatics can be roughly classified as image generation, image manipulation, image management, and image integration. Image generation is the process of generating the images and converting them to digital form if they are not intrinsically digital. Image manipulation uses preprocessing and postprocessing methods to enhance, visualize, or analyze the images. Image management includes methods for storing, transmitting, displaying, retrieving, and organizing images. Image integration is the combination of images with other information needed Imaging and Structural Informatics for interpretation, management, and other tasks. Because radiology places the greatest demand on image management, and because radiology represents the primary application of imaging methods, Chapter 18 is primarily concerned with the latter two tasks whereas this chapter concentrates on the former two.

A major purpose of image processing is to extract information about the structure of the body. As such, imaging informatics overlaps structural informatics, which is the study of methods for representing, organizing, and managing diverse sources of information about the physical organization of the body and other physical structures, both for its own sake, and as a means for organizing other information (Brinkley, 1991).

Many of the topics in this chapter therefore have to do with how to represent, extract, and characterize the anatomic information that is present in images. 
The examples for this chapter, particularly those for three-dimensional and functional imaging, are primarily taken from brain imaging, which is part of the growing field of neuroinformatics (Koslow and Huerta, 1997). We choose brain imaging because: (1) brain imaging is a strong area of interest of one of the authors (JB), (2) the national Human Brain Project (HBP) (Human Brain Project, 2003) is generating substantial results in the area of brain imaging, (3) a large portion of current medical imaging work is in brain imaging, and (4) some of the most advanced image-related work in informatics is currently being done in this area. Thus, in addition to introducing the concepts of digital images and image processing, this chapter represents an intersection of many of the concepts in imaging informatics, structural informatics, and neuroinformatics.

We first introduce basic concepts of digital images, and then describe methods for imaging the structure of the body in both two dimensions and three dimensions. We then describe two-dimensional and three-dimensional methods for processing structural images, primarily as a means for visualizing, extracting, and characterizing anatomy. 
The chapter ends with a discussion of methods for imaging the function of the body, virtually all of which involve mapping or registering the functional data onto the structural representations extracted using the techniques described in earlier sections. 

2 Basic Concepts

2.1 Digital Images

A digital image typically is represented in a computer by a two-dimensional array of numbers (a bit map). Each element of the array represents the intensity of a small square area of the picture, called a pixel. If we consider the image of a volume, then a three-dimensional array of numbers is required; each element of the array in this case represents a volume element, called a voxel.

We can store any image in a computer in this manner, either by converting it from an analog to a digital representation or by generating it directly in digital form. Once an image is in digital form, it can be handled just like all other data. It can be transmitted over communications networks, stored compactly in databases on magnetic or optical media, and displayed on graphics monitors. In addition, the use of computers has created an entirely new realm of capabilities for image generation and analysis; images can be computed rather than measured directly. Furthermore, digital images can be manipulated for display or analysis in ways not possible with film-based images. 
2.2 Imaging Parameters

All images can be characterized by several parameters of image quality. The most useful of these parameters are spatial resolution, contrast resolution, and temporal resolution.

These parameters have been widely used to characterize traditional X-ray images; they also provide an objective means for comparing images formed by digital imaging modalities.

● Spatial resolution is related to the sharpness of the image; it is a measure of how well the imaging modality can distinguish points on the object that are close together. For a digital image, spatial resolution is generally related to the number of pixels per image area.

● Contrast resolution is a measure of the ability to distinguish small differences in intensity, which in turn are related to differences in measurable parameters such as X-ray attenuation. For digital images, the number of bits per pixel is related to the contrast resolution of an image.

● Temporal resolution is a measure of the time needed to create an image. We consider an imaging procedure to be a real-time application, if it can generate images concurrent with the physical process it is imaging. At a rate of at least 30 images per second, it is possible to produce unblurred images of the beating heart.

Other parameters that are specifically relevant to medical imaging are the degree of invasiveness, the dosage of ionizing radiation, the degree of patient discomfort, the size (portability) of the instrument, the ability to depict physiologic function as well as anatomic structure, and the availability and cost of the procedure at a specific location.

A perfect imaging modality would produce images with high spatial, contrast, and temporal resolution; it would be low in cost, portable, free of risk, painless, and noninvasive; it would use nonionizing radiation; and it would depict physiologic functions as well as anatomic structure.

3 Structural Imaging

Imaging the structure of the body has been and continues to be the major application of medical imaging, although, as described in Section 6, functional imaging is a very active area of research. The development of the various structural imaging modalities can be seen partly as a search for the perfect imaging modality; a primary reason for the proliferation of modalities is that no single modality satisfies all the desiderata. Another reason for the proliferation of image-generation methods is that progress has occurred in parallel in four main areas, and researchers have developed new methods quickly by combining elements from each of these areas. The four areas of development are energy source, reconstruction method, higher dimensionality, and contrast agents.

3.1 Energy Source Light

The earliest medical images used light to create photographs, either of gross anatomic structures or, if a microscope was used, of histologic specimens. Light is still an important source for creation of images, and in fact optical imaging has seen a resurgence of late for areas such as molecular imaging (Weissleder and Mahmood, 2001) and imaging of brain activity on the exposed surface of the cerebral cortex (Pouratian et al., 2003).

Visible light, however, does not allow us to see more than a short distance beneath the surface of the body.

X-Rays

X-rays were first discovered in 1895 by Wilhelm Conrad Roentgen, who was awarded the 1901 Nobel Prize in Physics for this achievement. The discovery caused worldwide excitement, especially in the field of medicine; by 1900, there were already several medical radiological societies. Thus, the foundation was laid for a new branch of medicine devoted to imaging the structure and function of the body (Kevles, 1997).

Film-based radiography is the primary modality used in radiology departments today, although this emphasis is changing rapidly as digital or computed radiography (CR) services are installed. We produce a typical X-ray image by projecting an X-ray beam—one form of ionizing radiation—from an X-ray source through a patient’s body (or other object) and onto an X-ray-sensitive film. Because an X-ray beam is differentially absorbed by the various body tissues, the X-rays produce shadows on the radiographic film. The resultant shadowgraph is a superposition of all the structures traversed by each beam. Digital radiography (DR) applies the same techniques, but nonfilm detectors are used. In a technique known as CR, a latent image is recorded on a specially coated cassette that is scanned by a computer to capture the image in digital form; in other techniques, detectors capture the data directly in digital form. Although the images obtained by these techniques may be printed subsequently on film, they do not need to be.

Both film and fluoroscopic screens were used initially for recording X-ray images, but the fluoroscopic images were too faint to be used clinically. By the 1940s, however, television and image-intensifier technology were used to produce clear real-time fluorescent images. Today, a standard procedure for many types of examinations is to combine realtime television monitoring of X-ray images with the creation of selected higher resolution film images. Until the early 1970s, film and fluoroscopy were the only X-ray modalities available.

Traditional X-ray images have high spatial resolution and medium cost. Furthermore, they can be generated in real time (fluoroscopy) and can be produced using portable instruments. Their limitations are their relatively poor contrast resolution, their use of ionizing radiation, and their inability to depict physiologic function. Alternate imaging principles have been applied to increase contrast resolution, to eliminate exposure to X-ray radiation, and so on. For example, in nuclear-medicine imaging, a radioactive isotope is chemically attached to a biologically active compound (such as iodine) and then is injected into the patient’s peripheral circulation. The compound collects in the specific body compartments or organs (such as the thyroid), where it is stored or processed by the body. The isotope emits radiation locally, and the radiation is measured using a special

detector. The resultant nuclear-medicine image depicts the level of radioactivity that was measured at each point. Because the counts are inherently digital, computers have been used to record them. Multiple images also can be processed to obtain dynamic information, such as the rate of arrival or of disappearance of isotope at particular body sites. 
Ultrasound

Another common energy source is ultrasound (echosonography), which developed out of research performed by the Navy during World War II. Ultrasonography uses pulses of high-frequency sound waves rather than ionizing radiation to image body structures.

As each sound wave encounters tissues in a patient’s body, a portion of the wave is reflected and a portion continues. The time required for the echo to return is proportional to the distance into the body at which it is reflected; the amplitude (intensity) of a returning echo depends on the acoustical properties of the tissues encountered and is represented in the image as brightness. The system constructs two-dimensional images by displaying the echoes from pulses of multiple adjacent one-dimensional paths. Such images can be stored in digital memories or recorded on videotape and then displayed as television (raster-display) images.

Nuclear Magnetic Resonance

Creation of images from magnetism grew out of nuclear magnetic resonance (NMR) spectroscopy, a technique that has long been used in chemistry to characterize chemical compounds. Many atomic nuclei within the body have a net magnetic moment, so they act like tiny magnets. When a small chemical sample is placed in an intense, uniform magnetic field, these nuclei line up in the direction of the field, spinning around the axis of the field with a frequency dependent on the type of nucleus, on the surrounding environment, and on the strength of the magnetic field.

If a radio pulse of a particular frequency is applied at right angles to the stationary magnetic field, those nuclei with rotation frequency equal to that of the radiofrequency pulse resonate with the pulse and absorb energy. The higher energy state causes the nuclei to change their orientation with respect to the fixed magnetic field. When the radiofrequency pulse is removed, the nuclei return to their original aligned state, emitting a detectable radiofrequency signal as they do so. Characteristic parameters of this signal—such as intensity, duration, and frequency shift away from the original pulse—are dependent on the density and environment of the nuclei.

In the case of traditional NMR spectroscopy, different molecular environments cause different frequency shifts (called chemical shifts), which we can use to identify the particular compounds in a sample. In the original NMR method, however, the signal is not localized to a specific region of the sample, so it is not possible to create an image.

Creation of images from NMR signals known as MRI had to await the development of computer-based reconstruction techniques, which represent one of the most spectacular applications of computers in medicine.
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