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[image: image1.png]A predicate is a generalization of a propositional variable. Recalling Section 12.10,
suppose that we have three propositions: r (“It is raining”). u (“Joe takes his
umbrella”). and w (*“Joe gets wet”). Suppose further that we have three hypotheses,
or expressions that we assume are true: r — u (“If it rains, then Joe takes his
wmbrella”), u — @ (“If Joe takes an umbrella, then he doesn’t get wet”), and
=@ (“If it doesn’t rain, Joe doesn't get wet”).

What is true for Joe is also true for Mary, and Sue, and Bill, and so on. Thus
we might think of the proposition u as t ., while w s the proposition w .. If we
do, we have the hypotheses

T e Wor — Wioe, and T — B 0c

If we define the proposition wsar, to mean that Mary takes her umbrella, and
Whtary to mean that Mary gets wet, then we have the similar set of hypotheses

= Uhfary. Uatary = Datary. A0 F = Dary

We conld go on like this, inventing propositions to talk about every individual
X we know of and stating the hypotheses that relate the proposition r to the new
propositions uy and wy. namely,

7= ux, ux = @y, and £ — @y
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Logical operations 
Predicate
A predicate is a boolean function whose value may be true or false, depending on the arguments to the predicate.

· Predicates are a generalization of propositional variables.

· A propositional variable is a predicate with no arguments.

Example - Consider the following boolean propositions:

      A (Adam is tall)

      B (Beth is tall)

      C (Carl is tall)

      :

      Z (Zeke is tall)

We need a different proposition for each person; each of these propositions is either true or false.
We can capture the same set of truth values using a single predicate (or boolean function), Tall(x).

Tall(x) is true whenever person x is tall, and is false otherwise.

· Tall(Adam) is true if proposition A above is true.

· Tall(Beth) is true if proposition B above is true.

· Tall(Carl) is true if proposition C above is true.

Predicates are atomic operands in the logical expressions of predicate logic.

A predicate is a symbol which represents a property or a relation. 

In the semantics of logic, predicates are interpreted as relations. For instance, in a standard semantics for first-order logic, the formula  R(a,b)} would be true on an interpretation if the entities denoted by  a and  b stand in the relation denoted by  R. Since predicates are non-logical symbol, they can denote different relations depending on the interpretation used to interpret them. While first-order logic only includes predicates which apply to individual constants, other logics may allow predicates which apply to other predicates.
Quantifiers
All we want to know about a given proposition A (Adam is tall) is whether A is true or false.

Given a predicate such as Tall(x), we want to know whether Tall(x) is true for different values of x.

In addition, we might like to know whether Tall(x) is true for every possible value of x, or whether Tall(x) is true for some value of x.

Predicate logic has two additional operators not found in propositional logic (called quantifiers) to express these truth values about predicates.

· Existential quantifier E (there exists): (E x) Tall(x) is true if there exists some value for x such that Tall(x) is true.

· Universal quantifier A (for all): (A x) Tall(x) is true if Tall(x) is true for all values of x.
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« The concatenation Ly - L, consists of all strings of the form vw where v Is a string from L; and aw Is a string from Ly
« The intersection Ly N Ly of Ly and Ly consists of allstrings that are contained in both languages
« The complement =Ly of Ly with respect to S consists of all strings over  that are notin Ly
« The Keene star: the language consisting of all words that are concatenations of zero or more words in the original language:
« Reversal
« Let £ be the empty word, then e = ¢, and
« for each non-empty Word w = o -+ - 0, (Where a1, .. ., 0, are elements of some alphabet), let w™

--o1
« then for a formal language L, L® = {w® | w ¢ L}
« String homomorphism

language families in their own right ©*!

Closure properties of language families (L; Op L, where both L; and L, are in the language family given by the column). After
Hopcroft and Uliman.

Operation Regular | DCFL | CFL
Union LiULy ={w|w€ L Vwe Ly}
Intersection LinL={w|weliAwe Ly}
Complement =Ly ={w|wg L}
Concatenation Ly-Ly={wz|we Ly Az€ L}
Kieene star Ly ={e}U{wz|we LAz L}
(String) homomorphism h h(Ly) = {h(w) | we L}
e-free (string) homomorphism A h(L1) = {h(w) | w € L}
Substituion e)= U ¢e1)-...-e(on)
o1 onely

LTy 1

Inverse homomorphism W (L) = Lg A7 (w)
wel,

Reverse LR = {w® |we L}

Intersection with a regular language R| LNR = {w | w € LAw € R}
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‘Such string operations are used to investigate closure properties of classes of languages. A class of languages s closed under a particular operation when the operation, applied to languages in the ciass, always produces a language in the same class again. For instance,
the context-free languages are known to be closed under union, concatenation, and intersection with regular languages, but not closed under intersection or complement. The theory of trios and abstract families of languages studies the most common closure properties of

Programming languages [edit]
Main articles: Syntax (orogramming languages) and Compiler compiler

well formed with respect to the programming language grammar for which the compiler was built

) e

A compiler usually has two distinct components. A lexical analyzer, sometimes generated by a tool ike lex . identifies the tokens of the programming language grammar, e.g. identifiers o keywords, numeric and string literals, punctuation and operator symbols, which are
themselves specified by a simpler formal language, usually by means of regular expressions. At the most basic conceptual level, a parser, sometimes generated by a parser generator like yacc . attempts to decide if the source program is syntactically valid, that is i it is

Of course, compilers do more than just parse the source code — they usually translate it into some executable format. Because of this, a parser usually outputs more than a yes/no answer, typically an abstract syntax tree. This s Used by subsequent stages of the compiler
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[image: image2.png]‘We have now arrived at the notion of a predicate. Instead of an infinite col-
lection of propositions uy and wx., we can define symbol u to be a predicate that
takes an argument X. The expression u(X) can be interpreted as saying *X takes
his or her umbrella.” Possibly, for some values of X, u(X) is true, and for other
values of X, u(X) is false. Similarly, w can be a predicate; informally w(X) says
X gets wet.”

The propositional variable r can also be treated as a predicate with zero argu-
‘ments. That s, whether it is raining does not depend on the individual X the way
wand wdo.

‘We can now write our hypotheses in terms of the predicates as follows:

L r = u(X). (For any individual X, if it is raining, then X takes his or her
umbrella.)

2 u(X) - NOT w(X). (No matter who you are, if you take your umbrella, then
ou won't get wet.)

3. NOTr — NOTw(X). (Ifit doesn’t rain, then nobody gets wet.)




Java examples of chained predicates and to perform ‘logical AND‘ and ‘logical OR‘ operations and collect the elements into a list.

1. Predicate.and() – Logical AND example

In given example, we have used Predicate.and() method which returns a composed predicate that represents a short-circuiting logical AND of this predicate and another.

When evaluating the composed predicate, if first predicate is false, then the other predicate is not evaluated.

Any exceptions thrown during evaluation of either predicate are relayed to the caller; if evaluation of first predicate throws an exception, the other predicate will not be evaluated.

	Predicate.and() example

	import java.util.Arrays;
import java.util.List;
import java.util.function.Predicate;
import java.util.stream.Collectors;
 

public class Main 
{
    public static void main(String[] args) 
    {
        List<Employee> employeesList = Arrays.asList(
                                            new Employee(1, "Alex", 100),
                                            new Employee(2, "Brian", 200),
                                            new Employee(3, "Charles", 300),
                                            new Employee(4, "David", 400),
                                            new Employee(5, "Edward", 500),
                                            new Employee(6, "Frank", 600)
                                        );
         

        Predicate<Employee> idLessThan4 = e -> e.getId() < 4;
         

        Predicate<Employee> salaryGreaterThan200 = e -> e.getSalary() > 200;
 

        List<Employee> filteredEmployees = employeesList.stream()
                                .filter( idLessThan4.and( salaryGreaterThan200 ) )
                                .collect(Collectors.toList());
 

        System.out.println(filteredEmployees);
    }
}


Program output.

	Console

	[Employee [id=3, name=Charles, salary=300.0]]


2. Predicate.or() – Logical OR example

In given example, we have used Predicate.or() method which returns a composed predicate that represents a short-circuiting logical OR of given predicate and another predicate.

When evaluating the composed predicate, if first predicate is true, then the other predicate is not evaluated.

Any exceptions thrown during evaluation of either predicate are relayed to the caller; if evaluation of first predicate throws an exception, the other predicate will not be evaluated.

	Predicate.or() example

	import java.util.Arrays;
import java.util.List;
import java.util.function.Predicate;
import java.util.stream.Collectors;
 

public class Main 
{
    public static void main(String[] args) 
    {
        List<Employee> employeesList = Arrays.asList(
                                            new Employee(1, "Alex", 100),
                                            new Employee(2, "Brian", 200),
                                            new Employee(3, "Charles", 300),
                                            new Employee(4, "David", 400),
                                            new Employee(5, "Edward", 500),
                                            new Employee(6, "Frank", 600)
                                        );
         

        Predicate<Employee> idLessThan2 = e -> e.getId() < 2;
         

        Predicate<Employee> salaryGreaterThan500 = e -> e.getSalary() > 500;
 

        List<Employee> filteredEmployees = employeesList.stream()
                                .filter( idLessThan2.or( salaryGreaterThan500 ) )
                                .collect(Collectors.toList());
 

        System.out.println(filteredEmployees);
    }
}


Program output.

	Console

	[Employee [id=1, name=Alex, salary=100.0], 
Employee [id=6, name=Frank, salary=600.0]]


Java stream chained predicates equivalent to logical operators between predicates.

Formal Language theory
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Formal Language theory is a branch of mathematics concerned with describing languages as a set of operations over an alphabet. It is closely linked with automata theory, as automata are used to generate and recognize formal languages. There are several classes of formal languages, each allowing more complex language specification than the one before it, i.e. Chomsky hierarchy, and each corresponding to a class of automata which recognizes it. Because automata are used as models for computation, formal languages are the preferred mode of specification for any problem that must be computed
In mathematics, computer science, and linguistics, a formal language consists of words whose letters are taken from an alphabet and are well-formed according to a specific set of rules.

The alphabet of a formal language consists of symbols, letters, or tokens that concatenate into strings of the language. Each string concatenated from symbols of this alphabet is called a word, and the words that belong to a particular formal language are sometimes called well-formed words or well-formed formulas. A formal language is often defined by means of a formal grammar such as a regular grammar or context-free grammar, which consists of its formation rules.

[image: image8.png]recursively enumerable

context-sensitive

context-free




 The field of formal language theory studies primarily the purely syntactical aspects of such languages—that is, their internal structural patterns. Formal language theory sprang out of linguistics, as a way of understanding the syntactic regularities of natural languages. In computer science, formal languages are used among others as the basis for defining the grammar of programming languages and formalized versions of subsets of natural languages in which the words of the language represent concepts that are associated with particular meanings or semantics. In computational complexity theory, decision problems are typically defined as formal languages, and complexity classes are defined as the sets of the formal languages that can be parsed by machines with limited computational power. In logic and the foundations of mathematics, formal languages are used to represent the syntax of axiomatic systems, and mathematical formalism is the philosophy that all of mathematics can be reduced to the syntactic manipulation of formal languages in this way.

The first formal language is thought to be the one used by Gottlob Frege in his Begriffsschrift (1879), literally meaning "concept writing", and which Frege described as a "formal language of pure thought."[2]
Axel Thue's early semi-Thue system, which can be used for rewriting strings, was influential on formal grammars.

Words over an alphabet

An alphabet, in the context of formal languages, can be any set, although it often makes sense to use an alphabet in the usual sense of the word, or more generally a character set such as ASCII or Unicode. The elements of an alphabet are called its letters. An alphabet may contain an infinite number of elements;[note 1] however, most definitions in formal language theory specify alphabets with a finite number of elements, and most results apply only to them.

A word over an alphabet can be any finite sequence (i.e., string) of letters. The set of all words over an alphabet Σ is usually denoted by Σ* (using the Kleene star). The length of a word is the number of letters it is composed of. For any alphabet, there is only one word of length 0, the empty word, which is often denoted by e, ε, λ or even Λ. By concatenation one can combine two words to form a new word, whose length is the sum of the lengths of the original words. The result of concatenating a word with the empty word is the original word.

In some applications, especially in logic, the alphabet is also known as the vocabulary and words are known as formulas or sentences; this breaks the letter/word metaphor and replaces it by a word/sentence metaphor.

Definition

A formal language L over an alphabet Σ is a subset of Σ*, that is, a set of words over that alphabet. Sometimes the sets of words are grouped into expressions, whereas rules and constraints may be formulated for the creation of 'well-formed expressions'.

In computer science and mathematics, which do not usually deal with natural languages, the adjective "formal" is often omitted as redundant.
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While formal language theory usually concerns itself with formal languages that are described by some syntactical rules, the actual definition of the concept "formal language" is only as above: a (possibly infinite) set of finite-length strings composed from a given alphabet, no more and no less. In practice, there are many languages that can be described by rules, such as regular languages or context-free languages. The notion of a formal grammar may be closer to the intuitive concept of a "language," one described by syntactic rules. By an abuse of the definition, a particular formal language is often thought of as being equipped with a formal grammar that describes it.

/ 
Programming languages

A compiler usually has two distinct components. A lexical analyzer, sometimes generated by a tool like lex, identifies the tokens of the programming language grammar, e.g. identifiers or keywords, numeric and string literals, punctuation and operator symbols, which are themselves specified by a simpler formal language, usually by means of regular expressions. At the most basic conceptual level, a parser, sometimes generated by a parser generator like yacc, attempts to decide if the source program is syntactically valid, that is if it is well formed with respect to the programming language grammar for which the compiler was built.

Of course, compilers do more than just parse the source code – they usually translate it into some executable format. Because of this, a parser usually outputs more than a yes/no answer, typically an abstract syntax tree. This is used by subsequent stages of the compiler to eventually generate an executable containing machine code that runs directly on the hardware, or some intermediate code that requires a virtual machine to execute.

Formal theories, systems, and proofs

/
This diagram shows the syntactic divisions within a formal system. Strings of symbols may be broadly divided into nonsense and well-formed formulas. The set of well-formed formulas is divided into theorems and non-theorems.

In mathematical logic, a formal theory is a set of sentences expressed in a formal language.

A formal system (also called a logical calculus, or a logical system) consists of a formal language together with a deductive apparatus (also called a deductive system). The deductive apparatus may consist of a set of transformation rules, which may be interpreted as valid rules of inference, or a set of axioms, or have both. A formal system is used to derive one expression from one or more other expressions. Although a formal language can be identified with its formulas, a formal system cannot be likewise identified by its theorems. Two formal systems  may have all the same theorems and yet differ in some significant proof-theoretic way (a formula A may be a syntactic consequence of a formula B in one but not another for instance).

A formal proof or derivation is a finite sequence of well-formed formulas (which may be interpreted as sentences, or propositions) each of which is an axiom or follows from the preceding formulas in the sequence by a rule of inference. The last sentence in the sequence is a theorem of a formal system. Formal proofs are useful because their theorems can be interpreted as true propositions.

Interpretations and models

Formal languages are entirely syntactic in nature but may be given semantics that give meaning to the elements of the language. For instance, in mathematical logic, the set of possible formulas of a particular logic is a formal language, and an interpretation assigns a meaning to each of the formulas—usually, a truth value.

The study of interpretations of formal languages is called formal semantics. In mathematical logic, this is often done in terms of model theory. In model theory, the terms that occur in a formula are interpreted as objects within mathematical structures, and fixed compositional interpretation rules determine how the truth value of the formula can be derived from the interpretation of its terms; a model for a formula is an interpretation of terms such that the formula becomes true.

Basic predicate
A basic predicate compares two values or compares a set of values with another set of values.
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 =  <> 1 <  >  <= 1 >= 1
Notes:

· 1 See Alternative forms.

The six comparison operators can effectively be expressed based on just two of the comparison operators. If the predicate operands are x and y, then the other four comparison operators can be expressed using the following alternative predicates.

	Predicate
	Alternative predicate

	x <> y
	NOT (x = y)

	x > y
	y < x

	x <= y
	x < y OR x = y

	x >= y
	y < x OR x = y

	Table 1. Predicates and alternative predicates


When the predicate operands are specified as an expression, the data types of the expressions must be comparable. If the value of either operand is null, the result of the predicate is unknown. Otherwise the result is either true or false.

	Predicate (with operand values x and y)
	Boolean value
	If and Only If...

	x = y
	is True
	x is equal to y

	x < y
	is True
	x is less than y

	x = y
	is False
	x is not equal to y

	x < y
	is False
	x = y is True or y < x is True

	Table 2. Predicate evaluation with scalar operands


When the predicate operands are specified as a row-value-expression, they must have the same number of fields and the data types of the corresponding fields of the operands must be comparable. The result of the comparison is based on comparisons of the corresponding fields in the row-value-expression operands.

	Predicate (with operand values Rx and Ry that have fields Rxi and Ryi where 0 < i < number of fields)
	Boolean value
	If and Only If...

	Rx = Ry
	is True
	All pairs of corresponding value expressions are equal (Rxi = Ryi is True for all values of i).

	Rx < Ry
	is True
	The first N pairs of corresponding value expressions are equal and the next pair has the left value expression less than the right value expression for some value of N (Rxi = Ryi is True for all values of i < n and Rxn < Ryn is True for some value of n).

	Rx = Ry
	is False
	At least one pair of corresponding value expressions are not equal (NOT (Rxi = Ryi) is True for some value of i).

	Rx < Ry
	is False
	All pairs of corresponding value expressions are equal (Rx = Ry is True) or the first N pairs of corresponding value expressions are equal and the next pair has the right value expression less than the left value expression for some value of N (Rxi = Ryi is True for all values of i < n and Ryn < Rxn is True for some value of n).

	Rx comparison operator Ry
	is Unknown
	The comparison is neither True nor False.

	Table 3. Predicate evaluation with row operands


Boolean values
You can use a basic predicate to compare a Boolean value with another Boolean value or with a value of a data type that can be cast to a Boolean value. A value of TRUE is greater than a value of FALSE. For example:

· TRUE = 'on' is TRUE

· DECFLOAT(4.3) = TRUE is TRUE

· '0' <= FALSE is TRUE

· 'yes' <= FALSE is FALSE

Alternative forms
For the comparison operators <>, <=, and >=, alternative forms are also supported. (The forms ¬=, ¬<, and ¬> are supported only in code pages 437, 819, and 850.) Support for these alternative forms is intended only to accommodate existing SQL statements; these forms are not recommended for new SQL statements.

	Comparison Operator
	Alternative Forms

	<>
	^= != ¬=

	<=
	^> !> ¬>

	>=
	^< !< ¬<


Examples:
   EMPNO='528671'  

   SALARY < 20000 

   PRSTAFF <> :VAR1

   SALARY > (SELECT AVG(SALARY) FROM EMPLOYEE)

  (YEARVAL, MONTHVAL) >= (2009, 10)
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