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ODESSA – 2023
Topic 7. 4h  Random variables.
The probability theory was developed as the studies of the results of tests (experiments, observations, mass inspections).
There are two types of connections between the conditions for observation and its results:
• observation conditions uniquely determine its output - such observations are called determined;
• with the same conditions can occur different possible results; they are called random; however, repetition of observations with these conditions gives on the average the result, which can be provided with the adequate accuracy with the aid of the statistical laws.
In the study of probability, any process of observation is referred to as an experiment. 
The results of an observation are called the outcomes of the experiment. 
An experiment is called a random experiment if its outcome cannot be predicted. 
The set of all possible outcomes of a random experiment is called the sample space  S. A sample space is discrete if it consists of a finite or countable infinite set of outcomes. A sample space is continuous if it contains an interval of real numbers. An element in  S  is called a sample point. Each outcome of a random experiment corresponds to a sample point.
Any set of outcomes is an event. Thus, events are subsets of the sample space.
Probability
Suppose that the random experiment is repeated  n  times. If event  A  occurs  n(A)  times, then the probability of event  A, denoted  P(A), is defined as
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where  n(A)/n  is called the relative frequency of event  A. 
The Addition Law
The addition law is helpful when we are interested in knowing the probability that at least one of two events occurs. 
If the events have no sample points in common,  they are said to be disjoint  or mutually exclusive.
1. The first rule is used when the events are mutually exclusive
P(A or B) = P(A) + P(B).

2. If A and B are two events that are not mutually exclusive, then 
P(A or B) = P(A) + P(B) - P(A and B),

where   P(A and B) means the number of outcomes that event   A  and event  B  have in common.  The probability of two events both occurring  is called  joint probability.
Practice
The probability that a family visits Kiev is  0.75, and the probability that a family 
visits London is  0.35. The probability that a family does both is  0.20. 
Find the probability that the family visits  Kiev or London.
The Multiplication Law
The multiplication rules can be used to find the probability of two or more events that occur in sequence. 

Events   E1, . . . , En   are independent  if  occurrence of one event does not affect the probabilities of others.

The multiplication rule for two independent events, then, may be written as

P(A and B) = P(A)P(B).
When the occurrence of the first event in some way changes the probability of the occurrence of the second event, the two events are said to be dependent. 
If the events are dependent, another multiplication rule is used
P(A and B) = P(A | B)P(B),
where  P(A | B)  is conditional probability of  A given  B.  
Practice

The probability that a family visits  Kiev and  Odessa is  0.20. The probability that a 
family visits Odessa is  0.80.

Find the probability that a family visits Kiev if it is known that they have already visited Odessa.
Law of Total Probability

Consider some sample space  with mutually exclusive and exhaustive  events 
B1, B2, B3. . . . ,Bk.
If   P(Bj)   are the probabilities of these mutually exclusive and exhaustive events,   A is any event in   S  and   P(A | Bj)  are the conventional probabilities  of event   A  given that event   Bj   has already occurred,  then
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This is the law of total probability. 
Bayes' Rule
Conditional probabilities,   P(A | B)  and  P(B | A), are not the same, in general. 
The multiplication rule can be written in the form

P(A and B) = P(A | B)P(B) = P(B | A) P(A) .
From this equation we can obtain the following Bayes' rule:
[image: image4.emf]
Random variables

A random variable  is a single-valued real function that assigns a real number to each outcome in the sample space  of  random experiment. A random variable is denoted by an uppercase letter such as  X. After an experiment is conducted, the measured value of the random variable is denoted by a lowercase letter such as  x. 
The random variable is called a discrete random variable if it is defined over a sample space having a finite or a countably infinite number of sample points. 
Practice

Solve the following problems about discrete random variables.

1.  Which of the following random variables isn’t discrete?

(A) the number of children in a family

(B) the annual rainfall in a city

(C) the attendance at a football game

(D) the number of patients treated at an

emergency room in a day

(E) the number of classes taken in one

semester by a student.

Probability mass function for discrete random variables
Let  X  be a discrete random variable that assumes at most a countably infinite number of values   x1, x2, . . . with nonzero probabilities. If we denote 
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then, clearly, 
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The function 
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is defined as the probability mass function  (pmf) of  X . Again, the subscript  X  is used to identify the associated random variable.

For the discrete random variable  the pmf is zero everywhere except at x1, x2, . . .  , and has the appearance:
[image: image8.emf]
This is a typical shape of pmf for a discrete random variable. 
Measure of centrality of a random variable
Expectation or expected value of a random variable   X  is its mean, the average value. Expectation of a random variable   X  is denoted by   E(X)  or  μ.
The general formula for the expectation of a discrete random variable   X  :
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Properties of expectations.
1. Linear properties of expectations. 
For any random variables  X  and  Y  and any non-random numbers  a, b,  and  c, we have
E(aX + bY + c) = aE(X) + bE(Y ) + c.
2. For independent  X  and  Y ,

E(XY ) = E(X)E(Y ).
A mode of  X  is a value of  X  corresponding to a peak in its mass function. 
The term unimodal distribution refers to a probability distribution possessing a unique mode.

Measures of variability
Variance of a random variable is defined as the expected squared deviation from the mean.
For discrete random variables, variance is
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Variance can also be computed as
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For any independent  random variables  X, Y  and any non-random numbers a, b, c.
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Standard deviation is a square root of variance,
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A dimensionless number that characterizes dispersion relative to the mean which also facilitates comparison among random variables of different units is the coefficient of variation, v , defined by the ratio  v = σ/μ.
Practice

In the following table, X represents the number of siblings for the 30 students in a first-grade class.

	X
	0
	1
	2

	P(X)
	0.4
	0.5
	0.1


What is the mean number of siblings for these students?

What is the variance for the number of  siblings for these students?

 What is the standard deviation for the number of siblings for these students?

What is the coefficient of variation for the number of siblings for these students?

