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ODESSA – 2023
Topic  11. 2h Continuous probability distributions 
Uniform distribution
A continuous random variable  X  has a uniform distribution over an interval (a, b)  if the probability density function  f X (x)  is constant over interval  (a, b)  and has the form

   [image: image20.png]


           [image: image2.emf]
The probability distribution function (PDF)  of  X,  FX (x), is    

    [image: image3.emf]                      [image: image4.emf]
The mean, mX , and variance,  σ2X, of  X are 
[image: image5.emf]
[image: image6.emf]
Practice
A continuous random variable  X  has the probability distribution function:
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Find  the probability density function  f X (x), mean mX , and variance,  σ2X, .
Gaussian or normal distribution

A random variable  X  is Gaussian or normal if its  probability density function (pdf)   fX(x)  is of the form
[image: image9.emf]
where  m  and  σ  are two parameters,       E(X) = m,     var(X) = σ2.. 

Its corresponding probability distribution function (PDF) is

[image: image10.emf]
which cannot be expressed in closed form analytically but can be numerically evaluated for
any x. It is sometimes represented by the simple notation N(m, σ2). 
Probability tabulations

To evaluate probabilities associated with a normal random variable  X :   
[image: image11.emf]
we use   Z = (X – m)/σ. The values for  Z are available in a table. 
Table gives  FZ (u)  for points in the right half of the distribution only for u > 0. The values for  u < 0  are obtained by the relationship
FZ (- u)  =  1 – FZ (u) .
From the table, we can find the probability  P  for any values  a < b,  so table can be used to determine    P(a ≤ Z ≤ b).  
All we need to do is to convert   X   to  Z,  a process known as standardization. 
Then, since   Z  = (X – m)/σ,  we have
P(a ≤ (X – m)/σ) ≤ b) = P(aσ ≤ (X – m) ≤ bσ) = P(aσ + m  ≤X ≤  bσ + m).
Practice

1. A continuous random variable  X  has the probability density function (pdf):
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Find the mean, mX , variance,  σ2X  and standard deviation σX.

Exponential distribution

When  η = 1, the gamma density function reduces to the exponential form
[image: image14.emf]
where  λ  is the parameter of the distribution. Its associated PDF, mean, and variance are 
[image: image15.emf] [image: image16.emf]          [image: image17.emf]
Practice
A continuous random variable  X  has the probability distribution function (PDF):
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Find  the probability density function, the mean and variance of a random variable  X.
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