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ODESSA – 2023
Topic 14. 4h Estimation 
To analyze problems and systems involving uncertainty, you needed to know the distribution and its parameters, in order to compute probabilities. 
To compute probabilities we need to collect data. We may collect data in a form of a random sample from a population. A properly collected sample of data can provide sufficient information about parameters of the observed system. 
The procedure by which we reach a conclusion about a population on the basis of the information contained in a sample drawn from that population is called statistical inference.
From the data of a sample we can estimate the unknown parameters of the population up to a certain measurable degree of accuracy. The way to avoid errors is simple random sampling. Simple random sampling is a sampling design if
1. units are collected from the entire population independently of each other, 
2. all units are equally likely to be sampled.

A simple random sampling followed by a suitable statistical inference allows to estimate parameters and make statements with a certain measurable degree of confidence.
Estimator

A single computed value has been referred to as an estimate. The rule that tells us how to compute this estimate is referred to as an estimator. 
An estimator of the population mean  μ  is
[image: image29.png]


 
An estimator of the population variance  Var (X) = σ2X    (the sample variance s2X)   is
[image: image2.emf],
An estimator of the population standard deviation σX  (the sample standard deviation  sX) is
[image: image3.emf].
For each of the parameters we discuss, we can compute two types of estimate: 
· A point estimate is a single numerical value used to estimate the population parameter.

· An interval estimate consists of two numerical values defining a range of values that,
with a specified degree of confidence, includes the parameter being estimated.
Confidence intervals

When we report an estimator ˆθ  of a population parameter  θ, we realize that we have estimated  θ  up to some error. Statisticians use confidence intervals, which contain parameter values that deserve some confidence, given the observed data.

An interval  [a, b]  is  a (1 − α)100% confidence interval  for the parameter  θ  if it contains the parameter with probability (1 − α),

P {a ≤ θ ≤ b} = 1 − α.

The coverage probability (1 − α) is called the confidence coefficient or a confidence level.
Confidence interval for the population mean

Let us construct a confidence interval for the population mean  μ = E(X).
Start with an estimator,
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Then rule gives an approximately  (1 − α)100%  confidence interval for the mean;

(σ is known):
[image: image7.emf].

Practice

The average number of heartbeats per minute for a sample of  100 subjects was found to be  90. Assume that the population is normally distributed with a standard deviation of  10. Construct 90, 95, and 99 percent confidence intervals for the population mean.
Confidence intervals for proportions

Now we estimate a population proportion.

We assume a subpopulation A of items that have a certain attribute. By the

population proportion we mean the probability

p = P {i∈ A}
for a randomly selected item  i  to have this attribute.

A sample proportion 

ˆp = (number of sampled items from A)/n
is used to estimate p.

Let us use the indicator variables
[image: image8.emf].
Each  Xi  has Bernoulli distribution with parameter  p. In particular,

E(Xi) = p        and       Var (Xi) = p(1 − p).
Also, 
[image: image9.emf]
is nothing but a sample mean  Xi.

Therefore,

[image: image10.emf]
as we know from properties of sample means.

We estimate the unknown standard error

[image: image11.emf]       [image: image12.emf]     [image: image13.emf]
and use it in the general formula   ˆp ± zα/2·s(ˆp)  to construct an approximate (1 − α)100% confidence interval:
[image: image14.emf].
Small samples: Student’s t distribution

Having a small sample, we can no longer use a sample standard deviation s   as an accurate estimator of the population standard deviation σ. A solution was proposed by William Gosset (1876–1937), known by his pseudonym Student. He derived the T-distribution.

So, using  T-distribution instead of Standard Normal and estimated standard error 
instead of the unknown true one, we obtain the confidence interval for the population mean:
[image: image15.emf]
where  tα/2  is a critical value from T-distribution with  (n – 1) degrees of freedom.
Practice

9  ten-year-old girls had a mean weight of  40 kg and a standard deviation of  3.3 kg, respectively. Assuming normality, find the 90, 95, and 99 percent confidence intervals.
Comparison of two populations with unknown variances

Independent random samples are collected,

X = (X1, . . . ,Xn)   and   Y = (Y1, . . . , Ym),

one from each population. Population variances  σ2X  and  σ2Y   are unknown to us, and we
use their estimates. Suppose that the two populations have equal variances,

σ2X  =  σ2Y  = σ2.

This estimator of  σ2  is called a pooled sample variance, and it is computed as

[image: image16.emf]
Using this variance estimator we get the following confidence interval:
[image: image17.emf].
where  sp  is the pooled standard deviation, a root of the pooled variance and   tα/2    is a critical value from  T-distribution with  (n + m − 2)  degrees of freedom.
Confidence interval for the population variance

When observations  X1, . . . ,Xn  are independent and Normal with σ2X = Var(X), the distribution of 

[image: image18.emf]
is Chi-square with (n − 1) degrees of freedom.
Let us construct a  (1 − α)100%  confidence interval for the population variance σ2, based on a sample of size  n.  We use table to find the critical values  χ2α/2  and  χ21−α/2  of the Chi-square distribution with  ν = n −1  degrees of freedom. 
A   (1 − α)100%  confidence interval for the population variance is 
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A confidence interval for the population standard deviation  σ  is 
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Practice
The 10 subjects in the sample had test scores of 
9, 11, 8, 6, 7, 11, 10, 9, 8, 11.
Construct a  95 percent confidence interval for the population variance σ2.
