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ODESSA – 2023
Topic 16. 2h Correlation analysis
If for each sampling unit two numerical observations (x, y) are recorded, then for  n  sampling units, we get
( x1 , y1 ), ( x2 , y2 ), …, ( xn , yn ).

An important first step in studying the relationship between two variables is to

graph the data. One of the most useful techniques is a scatterplot (scatter diagram). 

In a scatterplot, each experimental subject in the study is represented by a point in two-dimensional space. In a scatterplot the independent variable is traditionally represented on the abscissa, or  X-axis, and the dependent variable on the ordinate, or Y-axis. 

Assume that both X and Y are random variables. In this context, the study of the relationship between two variables is called correlation analysis.

In correlation analysis, we make no distinction between an independent variable and a dependent one. 

The correlation between two random variables X and Y is a measure of the

degree of linear association between the two variables.

In correlation analysis, we will assume that both X  and  Y are normally

distributed random variables with means  μX  and  μY  and standard deviations σX and σY,

respectively. We define the covariance of   X  and  Y as follows:
[image: image9.png]


.
The covariance is positive when the two random variables move together in the same
direction, it is negative when the two random variables move in opposite directions, and it is
zero when the two variables are not linearly related. 
If we divide the covariance by these standard deviations, we get a measure that is constrained to the range of values  –1 to +1  and conveys information about the relative strength of the linear relationship between the two variables. This measure is the population correlation coefficient  ρ:
[image: image2.emf].

1. When  ρ = 0,  there is no no linear relationship between the two random variables.
2. When  ρ = +1,  there is a perfect, positive, linear relationship between the two variables. 3. When ρ =  –1, there is a perfect negative linear relationship between the two variables.

4. When the value of  ρ  is between  0 and 1  in absolute value, it reflects the relative

strength of the linear relationship between the two variables. 
Like all population parameters, the value of  ρ  is not known to us, and we need to

estimate it from our random sample of (X,Y ) observation pairs. This estimate of ρ, also referred to as the sample correlation coefficient, denoted by  r,  is given by
[image: image3.emf]
r  is called Pearson’s correlation coefficient.

Using
[image: image4.emf]     [image: image5.emf]     [image: image6.emf].

we rewrite Pearson’s correlation coefficient as follows:
[image: image7.emf].
r  can be used as an estimator in testing hypotheses about the true correlation coefficient  ρ. When such hypotheses are tested, the assumption of normal distributions of the two variables is required.

The most common test is a test of whether two random variables  X  and  Y  are

correlated. The hypothesis test is
H0: ρ = 0;      Ha: ρ ≠ 0.
The test statistic for this particular test
[image: image8.emf]
When the  H0  is true, the statistic has a  t  distribution with  n – 2 degrees of freedom.
For a two-sided level α test, 
if     t > t(n − 2,1− α/2)   or   t < − t(n − 2,1− α/2)   then reject H0.

If   − t(n − 2,1− α/2)  ≤  t  ≤  t(n − 2,1− α/2)  then notreject H0. 
Practice
1. A psychiatric epidemiology study collected information on the anxiety X and 
depression Y levels of 10 subjects. The results of the investigation are presented in table. 

	X
	19
	16
	23
	18
	23
	15
	22
	17
	20
	19

	Y
	14
	17
	18
	16
	21
	18
	17
	15
	19
	18


Perform the following calculations:

a. Scatter diagram

b. Pearson correlation coefficient

c. Test the significance of the correlation coefficient at  α =  0.05.
