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Procedure for the determination of maxima or minima
Step 1: Calculate the first derivative   f ′(x).   

Set   f ′(x) = 0.   Solve this equation and obtain its roots   x0, x1, x2 . . .,  at which points the function may have a minimum or a maximum.

Step 2: Calculate the second derivative f ″ (x).  

If  f ″ (x0) < 0, there is a maximum at x = x0. 
If  f ″ (x0) > 0, there is a minimum at x = x0. 
If  f ″ (x0) = 0, there is a point of inflexion at x = x0. 

Similar checks will have to be made for the points  x1, x2, . . .

L’Hôpital’s rule

1. The indeterminate expression  0/0
L’Hôpital’s first rule states: if 
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 then
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If 
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then we apply the same rule again.
2. The indeterminate expression  ∞/∞∞
L’Hôpital’s second rule states: If  

[image: image7.emf]        n[image: image8.emf]
then
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If 
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then we apply the rule once more.
Example

The expression    ∞0:
[image: image12.emf].
Partial differentiation
In order to distinguish between the ordinary derivative and the derivative of function of several variables,  we use the symbol   ∂  instead of  d. It indicates that we are differentiating a function of more than one variable with respect to a particular variable only, regarding all other variables as constant. This operation is called partial differentiation.

Let   u = f (x,y,z)  be a function of the three variables  x, y and  z, then the partial derivative of  u = f (x,y,z)  with respect to  x  is defined as

[image: image13.emf].

It is found by regarding  y  and  z  as constants and differentiating  f (x,y,z)  with respect to  x. 
The partial derivatives  fx,  fy,  fz   are themselves functions of the independent variables  x, y and  z  in general. We can, therefore, differentiate them partially again to obtain higher partial derivatives   fxx,   fxy,   fxz,   fyy,   fyz,   fzz  and so on. 

Recall that the Chain Rule for functions of a single variable gives the rule for differentiating a composite function: if  y = f (x)  and  x = g(t),  then  y is indirectly a differentiable function of   t  and

[image: image14.emf].

For function of three variables  we have  w = f (x,y,z), where each of the variables

x, y  and  z  is a function of a variable  t.  This means that  w  is indirectly a function of  t,

w = f (x(t),y(t),z(t)),  and the chain rule gives a formula for differentiating  z  as a function of t:

[image: image15.emf].

Total differential of functions. Gradient
For functions of one variable the differential is an approximation for the change of the function for a given   Δx, i.e.  Δy ≈ df /dxΔx.  In the same way the total differential is an approximation for the change in the function u = f (x,y,z)  for small changes in x, y and z. 
If we proceed by a small displacement along dr = (dx,dy,dz), the function changes by an amount equal to the total differential:
[image: image16.emf]
The total differential of a function   u = f (x,y,z)   was defined as
[image: image17.emf].

It is possible to regard the total differential as a scalar product 
du = dr grad f
of two vectors:

· first vector called the path element: 
dr = (dx,dy,dz),
· second vector called the gradient of f: 
[image: image18.emf].
It is easy to verify by inserting these vectors.
The gradient has two properties:

1. The gradient points in the direction of the greatest change in   u = f (x,y,z).

2. The absolute value of the gradient is proportional to the change in  u = f (x,y,z)  per unit of

length in its direction.

IWS Practice 

1- 10:

(a) Find the local maximum and minimum values.

(b) Find the intervals of concavity and the inflection points.

(c) Use the information from parts (a)–(c) to sketch the graph.

1.  f (x) = 2x3 + 3x2 − 36x         2.  f (x) = x4 − 2x2  + 3       3.  4x3 + 3x2 − 6x + 1
4.  f (x) = 2x3 − 3x2 − 12x         5.  f (x) = 2 + 3x − x3          6.  f (x) = 2 + 2x2 − x4 

7.  f (x) = 200 + 8x3 + x4           8.  f (x) =  x5 − 5x − 2         9.  f (x) =  x5 − 2x3 + x   

10. f (x) =  x3 − 2x + 1 .

1–10:
Find the limit. Use l’Hospital’s Rule where appropriate. If there is a more elementary method, consider using it. 
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1-10:

Calculate the partial derivatives,  the total differential  and  the gradient.

	1
	f (x,y,z) = eyz +x2
	2
	f (x,y,z) = yz3 + 2x
	3
	f (x,y,z) = z3 + 2xy

	4
	f (x,y,z) = xz3+2y2
	5
	f (x,y,z) = xy2z3
	6
	f (x,y,z) = yz3(1+ 2x)

	7
	f (x,y,z) = yz /x2
	8
	f (x,y,z) = lnz + yx2
	9
	f (x,y,z) = ln(zy + x)

	10 f (x,y,z) = sin(zyx)


Questions
1. The use of the second derivative for the study of functions on extreme.

2. The use of the second derivative for the study of functions on the bulge of the function.

3. The use of the second derivative for the study of functions at inflection points.

4. The limit of the function. 

5. Calculating limits using Lopithal rules.

6. Differential of a function. 

7. Use a differential for a linear approximation of a function and approximate calculations.

8. Functions of several variables. Partial derivatives. 

9. Partial differentials of a function of several variables. 

10. Total differential.

11. Indirect measurements. 

12. Absolute and relative error of measurements. 

The use of a complete differential to calculate the error of indirect measurements.
