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IWS 07 2h Random variables
Probability
Suppose that the random experiment is repeated  n  times. If event  A  occurs  n(A)  times, then the probability of event  A, denoted  P(A), is defined as
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where  n(A)/n  is called the relative frequency of event  A. 
The Addition Law
The addition law is helpful when we are interested in knowing the probability that at least one of two events occurs. 
If the events have no sample points in common,  they are said to be disjoint  or mutually exclusive.
1. The first rule is used when the events are mutually exclusive
P(A or B) = P(A) + P(B).

2. If A and B are two events that are not mutually exclusive, then 
P(A or B) = P(A) + P(B) - P(A and B),

where   P(A and B) means the number of outcomes that event   A  and event  B  have in common.  The probability of two events both occurring  is called  joint probability.
The Multiplication Law
The multiplication rules can be used to find the probability of two or more events that occur in sequence. 

Events   E1, . . . , En   are independent  if  occurrence of one event does not affect the probabilities of others.

The multiplication rule for two independent events, then, may be written as

P(A and B) = P(A)P(B).
When the occurrence of the first event in some way changes the probability of the occurrence of the second event, the two events are said to be dependent. 
If the events are dependent, another multiplication rule is used
P(A and B) = P(A | B)P(B),
where  P(A | B)  is conditional probability of  A given  B.  
Law of Total Probability

Consider some sample space  with mutually exclusive and exhaustive  events 
B1, B2, B3. . . . ,Bk.
If   P(Bj)   are the probabilities of these mutually exclusive and exhaustive events,   A is any event in   S  and   P(A | Bj)  are the conventional probabilities  of event   A  given that event   Bj   has already occurred,  then
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This is the law of total probability. 
Bayes' Rule
Conditional probabilities,   P(A | B)  and  P(B | A), are not the same, in general. 
The multiplication rule can be written in the form

P(A and B) = P(A | B)P(B) = P(B | A) P(A) .
From this equation we can obtain the following Bayes' rule:
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Measures of variability
Variance of a random variable is defined as the expected squared deviation from the mean.
For discrete random variables, variance is
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Variance can also be computed as
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For any independent  random variables  X, Y  and any non-random numbers a, b, c.

[image: image7.emf]
Standard deviation is a square root of variance,
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A dimensionless number that characterizes dispersion relative to the mean which also facilitates comparison among random variables of different units is the coefficient of variation, v , defined by the ratio  v = σ/μ.

IWS Practice

Practice 1

The probability that a family visits Kiev is  0.75, and the probability that a family 
visits London is  0.35. The probability that a family does both is  0.20. 
Find the probability that the family visits  Kiev or London.
Practice 2
The probability that a family visits  Kiev and  Odessa is  0.20. The probability that a 
family visits Odessa is  0.80.

Find the probability that a family visits Kiev if it is known that they have already visited Odessa.

Practice 3
In the following table, X represents the number of siblings for the 30 students in a first-grade class.

	X
	0
	1
	2

	P(X)
	0.4
	0.5
	0.1


What is the mean number of siblings for these students?

What is the variance for the number of  siblings for these students?

 What is the standard deviation for the number of siblings for these students?

What is the coefficient of variation for the number of siblings for these students?
Questions
1. A random event. Probability of a random event.

2. Compatible and incompatible random events. Probability add theorem.

3. Dependent and independent random events. Conditional probability.

4. Probability multiplication theorem.

5. The formula of total probability.

6. Bayes theorem and its application.

7. Discrete and continuous random variables.

8. A probability mass function (pmf). 

9. Ways to specify the discrete distribution.
10. Condition of rationing of the probability mass function (pmf).
