ODESSA NATIONAL MEDICAL UNIVERSITY

Department of Biophysics, Informatics and Medical Devices
Information

for

First year students

Taking the course of

Higher Mathematics
Specialty: 226 «Pharmacy, industrial pharmacy» 

IWS 8 1h   
Probability distribution function (PDF)
Composed by: 

As. Prof. P.G. Zhumatii

                                                                                 Approved

                 at the methodical meeting of the Department

                 "29" _August_ 2023,    Protocol No. _1_[image: image1.emf]
                    Head of Department, Prof. 

Godlevsky L.S.

               

ODESSA – 2023
IWS 08 1h Probability distribution function (PDF)
In the case of a sample space having an uncountably infinite number of sample points, the associated random variable is called a continuous random variable, with its values distributed over one or more continuous intervals on the real line. 

In some cases, the random variable  is actually discrete but, because the range of possible values is so large, it might be more convenient to analyze  it as a continuous random variable. 

Probability distribution function

Given a random experiment with its associated random variable  X  and given a real number  x, let us consider the probability of the event   P(X ≤ x). The function
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is the probability distribution function (PDF), or simply the distribution function, of  X . 
The  PDF of a random variable thus accumulates probability as  x  increases, and the name cumulative distribution function (CDF) is also used for this function.

Example
 Discrete random variable FX (x).
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Like   pX (x),  FX (x)  completely characterizes random variable; these two functions are related by:
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the upper limit for the sum  means that the sum is taken over all satisfying  x . 


A continuous random variable assumes a nonenumerable number of values over the real line. It has no jumps or discontinuities as in the case of the discrete random variable.

A typical PDF for continuous random variables:
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Properties possessed by a  PDF

· It exists for discrete and continuous random variables and has values between  0  and  1. 

· It is a nonnegative and nondecreasing function of the real variable.  Moreover, we have
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If   a and  b are two real numbers such that   a <  b,  then 
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Two other quantities in common usage that also give a measure of centrality of a random variable are its median Me and mode Mo.

A mode of  X  is a value of  X  corresponding to a peak in its mass function or density function. 

The term unimodal distribution refers to a probability distribution possessing a unique mode.

The population 100p-th percentile is an  x  value that supports area  p  to its left and 1 - p to its right.

1. Q1  -  lower (first) quartile  =  25th percentile.
2. Q2  -  second quartile (or median Me)  = 50th percentile.
3. Q3  -  upper (third) quartile  =  75th percentile.

4. Q3 - Q1  -   interquartile range.

5. Q  -  the semi-interquartile range, or quartile deviation is defined by
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IWS Practice

Practice 1
Solve the following problem about continuous random variables.
 Which of the following random variables is continuous?

(A) the number of seniors in a college; (B) the number of schools in a city; (C)  the number of physicians in Ukraine; (D) the amount of gasoline used in  Ukraine in 2014.

Practice 2

1. Probability mass function  pX (x) for the number of girls in families with 4 children
 is given by the table
	X
	0
	1
	2
	3
	4

	pX (x)
	0.10
	0.20
	0.30
	0.30
	0.10


Compute the  CDF  for the random variable  X  and display it graphically.


Practice 3
Sketch the  CDF  FX (x)  of the r.v. X defined by

FX (x) =  0,                   x  < 0,
FX (x) =  0.5x,     0  ≤  x  ≤  2
FX (x) =  1,                   x  >  2
and find Q1 ,  Me ,  Q3 and  Q.
Questions
1. Discrete and continuous random variables.

2. A probability mass function (pmf). 

3. Ways to specify the discrete distribution.

4. Condition of rationing of the probability mass function (pmf).

5. Probability distribution function. Properties of the distribution function. 

6. Mathematical expectation of a discrete random variable. 

7. Variance and standard deviation of a discrete random variable. 

8. The law of distribution of continuous random variables. 

