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For a continuous random variable  X, its PDF, FX (x)  is a continuous function of  x and the derivative 
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exists for all  x . The function  fX (x)  is called the probability density function  (pdf).

Properties of  fX (x) include
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As indicated by equations, the total area under the curve is 1. 
Examples
The probability  distribution function (PDF) of  X  is

[image: image5.emf]
Find the probability density function  (pdf) of  X and sketch it.
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Solution.

The probability density function of X  fX (x)   is  the derivative of   FX (x):
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So
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Measure of centrality of a random variable
Expectation or expected value of a random variable   X  is its mean, the average value.
Expectation of a random variable   X  is denoted by   E(X)  or  μ.
The general formula for the expectation of a continuous random variable   X  :
[image: image10.emf].

In a certain sense, expectation is the best forecast of   X. The variable itself is random. It

takes different values with different probabilities   P(x). At the same time, it has just one

expectation   E(X)  which is non-random.
Expectation of a function
Often we are interested in another variable,  Y , that is a function of   X. Expectation of  Y = g(X)  is computed by a similar formula, 
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Properties of expectations
1. Linear properties of expectations. 
E(aX + bY + c) = aE(X) + bE(Y ) + c.
2. For independent  X  and  Y ,

E(XY ) = E(X)E(Y ).
Two other quantities in common usage that also give a measure of centrality of a random variable are its median and mode.

x0  is a median of  X  if
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A mode of  X  is a value of  X  corresponding to a peak in its mass function or density function. 

Measures of variability
Variance of a random variable is defined as the expected squared deviation from the mean.
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Variance can also be computed as
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Property of variances  
For any independent  random variables  X, Y  and any non-random numbers a, b, c.
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Standard deviation is a square root of variance,
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Variance is often denoted by  σ2. Then, standard deviation is  σ.

A dimensionless number that characterizes dispersion relative to the mean which also facilitates comparison among random variables of different units is the coefficient of variation, v , defined by the ratio  v = σ/μ.
IWS Practice
Practice  1

The probability distribution function of  X is
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Find the probability density function  of  X and sketch it.
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Practice  2 
The probability density function (pdf)  of  X   fX (x) is

[image: image19.emf]
Find the expectation, variance, standard deviation.

Questions
1. Probability density function and its properties. Mode.

2. Condition of rationing of the probability density function.

3. The mathematical expectation of a continuous random variable. 

4. Variance and standard deviation of a continuous random variable. 

5. Centered random variables and their numerical characteristics.

6. Standardized random variables and their numerical characteristics.

7. Quantiles.

8. Median, quartiles.

