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IWS 12 1h Sample probability distributions
Chebyshev’s Inequality
Theorem: Suppose that  X  is a random variable (discrete or continuous) having mean  μ  and variance  σ2, which are finite. Then if  ϵ  is any number greater than σ,

[image: image23.png]



or, with   ϵ  =  kσ ,

[image: image2.emf]
In practice, Chebyshev’s inequality is used to provide estimates when it is inconvenient or impossible to obtain exact values.
Examples
1. Letting  k = 2  in Chebyshev’s inequality, we see that

[image: image3.emf]
In words:

· the probability of  X  differing from its mean by more than  2  standard deviations is
 less than or equal to 0.25;

· equivalently, the probability that  X will lie within 2 standard deviations of its mean is greater than or equal to 0.75. 
Central-Limit Theorem
The Central-Limit Theorem:
Let   X1, . . . , Xn    be a sequence of mutually independent and identically distributed random variables with means  μ  and variances σ2. Let  the random variable  Sn  and the normalized random variable  Zn  be defined as
[image: image4.emf]
[image: image5.emf][image: image6.emf]
Then the probability distribution function of  Zn,  FZn (z), converges to N(0, 1)  as   n → ∞  for every fixed z:

[image: image7.emf]
This theorem is very powerful because it can be applied to random variables X1, . . . , Xn    having virtually any thinkable distribution with finite expectation and variance. As long

as   n  is large (the rule of thumb is  n > 30),  one can use  Normal distribution to compute

probabilities about  Sn.

The central limit theorem describes a very general class of random phenomena for which distributions can be approximated by the normal distribution. In words, when the randomness in a phenomenon is the cumulation of many small additive random effects, it tends to a normal distribution irrespective of the distributions of individual effects.
The Chi-Square Distribution
Let   X1, . . . , Xv   be  v  independent normally distributed random variables with mean 0 and variance 1. The random variable

[image: image8.emf]
(χ2  is called chi square) is  said to have the chi-square distribution, and  v  is called the number of degrees of freedom. 
Corresponding density function given by

[image: image9.emf]
It is seen that the chi-square distribution is a special case of the gamma distribution with   α = v/2, β =2. Therefore,   μ = v, σ2 = 2v. 
If  v  is large , the graph of  f (x)  closely approximates the standard normal curve. For large v (v > 30), we can show that 
[image: image10.emf]
is very nearly normally distributed with mean 0 and variance 1.

We denote  χ2 distribution function P(χ2 ≤ x)
[image: image11.emf]
 P(χ2 ≤ x) ≡ P(χ2p;v). Here percentile values of the  the chi-square distribution for  v  degrees of freedom are denoted by  χ2p,v or  briefly  χ2p   if   v  is understood.

Student’s  t Distribution
Let   X  and  Y  denote two independent random variables such that  X  that is
normally N(0, 1)  while  Y is chi-square distributed with  n  degrees of freedom, χ2n . 
Then the random variable 
[image: image12.emf]
is  said to have Student’s t distribution with  n degrees of freedom. 
The density function for a t-distributed random variable is 
[image: image13.emf][image: image14.emf]
it is defined for   - ∞ < x < ∞. For the t distribution we have   μ = 0, 
[image: image15.emf] [image: image16.emf].

We denote t distribution function,
[image: image17.emf]
FX (x) = P(X ≤ x) ≡ P(tp;n).
Here percentile values of the  t distribution for  n  degrees of freedom are denoted by  tp,n  or  briefly  tp   if   n  is understood. Since the  t distribution is symmetrical,  t1-p =  - tp.
The F Distribution
Let  V1  and  V2  be independent random variables that are chi-square distributed with  v1  and  v2  degrees of freedom, respectively. The distribution of the random variable

[image: image18.emf]
is called the Fisher-Snedecor distribution or with  v1  and  v2   degrees of freedom.
The density function for the F distribution with v1 and v2 degrees of freedom is given by
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The mean and variance are given, respectively, by

[image: image20.emf] 
F-distribution has two parameters, the numerator degrees of freedom and the denominator degrees of freedom. 
If  F  has  F(ν1, ν2)    distribution, then the distribution of   1/F  is F(ν2, ν1).
The of   F(ν1, ν2)  and  F(ν2, ν1)  distributions are related as follows,
[image: image21.emf].
We denote the F distribution function,
[image: image22.emf]
 FX (x) = P(X ≤ x) ≡ P(Fp;v1,v2).  Here percentile values of the  F distribution for  v1, v2
degrees of freedom are denoted by Fp,v1,v2 ,  or briefly   Fp   if    v1, v2   are understood.
Critical values of  F-distribution are in table, and we’ll use them to construct confidence

intervals and test hypotheses comparing two variances.
IWS Practice

Practice 1

Suppose that the midterm test scores for  500 students in a university medical and

biological physics course had a mean of  70 and a standard deviation of  5. How many students had test scores between  60  and  80? 

Practice  2

A disk has free space of  840 megabytes. Is it likely to be sufficient for  400 
independent images, if each image has expected size of  2 megabyte with a standard deviation of  1 megabytes?
Practice 3

1. The random variable X is chi-square distributed with the number of degrees of 
freedom v = 12. Find  P(5.226 ≤ X ≤ 21.026).

2. Find mode of chi-square distribution.
Practice 4

1. The random variable W is t-distributed random variable with  20 degrees of freedom.
Find  P(1.725 ≤ w ≤ 2.845).

Practice 5
The random variable  Y  is  F-distributed random variable with  v1 =  5, v2 =  10 
degrees of freedom. Find  quantiles  F 0.95,5,10,  F 0.99,5,10. 
Find mean, variance, standard deviation.
Questions
1. Chebyshev's inequalities.

2. The law of large numbers in the form of Chebyshev. 

3. Application of Chebyshev's theorem in measurement theory.

4. Central boundary theorem. 

5. Chi-square distribution 

6. T - distribution (Student's distribution).

7. F distribution (Fisher-Snedeker distribution).
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