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ODESSA – 2023
IWS 17 2h Regression analysis
The word regression is reserved for those situations in which the value of  X  is fixed or specified before the data are collected. Thus, no sampling error is involved in  X, and repeated experiments will involve the same set of  X  values.
Having differentiated between correlation and regression, we will now proceed to treat the two techniques together, because they are closely related. The general problem then becomes one of developing an equation to predict one variable from knowledge of the other
(regression) and of obtaining a measure of the degree of this relationship (correlation).
Simple linear regression
An experimental study of the relation between two variables is often motivated by a need to predict one from the other. 

If  Y  is to be estimated from  X  by means of some equation, we call the equation a
regression equation of  Y  on X and the corresponding curve a regression curve of  Y on X.  Because a linear relation is the simplest relationship to handle mathematically, we present the details of the statistical regression analysis for this case. 

In simple linear regression, we model the relationship between two variables  X  and Y as a straight line. The population regression model is given by

Y = β0 + β1X + ϵ
where  Y  is the dependent variable, the variable we wish to explain or predict;  X  is the independent variable, and  ϵ  is the error term, the only random component in the model and thus the only source of randomness in  Y.
The conditional mean of Y is

E(Y│X) = β0 + β1X.
Our interest is focused on this unknown population relationship, and we want to estimate it, using sample information. 
A method that will give us the best linear unbiased estimators (BLUE) of the regression parameters  β0  and  β1  is the method of least squares. We denote the least-squares estimators by  b0  and  b1. The estimated regression equation is

Y = b0 + b1X + e,
where  e  stands for the observed errors — the residuals from fitting the line  b0 + b1X  to the data set of  n  points. The regression line is

Yˆ = b0 + b1X,
where Yˆ (pronounced “Y hat”) is the Y value lying on the fitted regression line for a given X.
At the value  xi  of the independent variable, the  y  value predicted by this line is 
yˆi = b0 + b1xi
whereas the observed value is  yi. 
The error between the observed and predicted  y  values 
yi – b0 – b1xi = ei
is called residual  ei  for the point (xi, yi) about the estimated regression line. It is the vertical distance of the point from the line.

Some errors will be positive and others will be negative. If we want to minimize

all the errors (both positive and negative ones), we should minimize the sum of the

squared errors:
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where
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Calculus is used in finding the expressions for  b0  and  b1 that minimize SSE. These expressions are called the normal equations and are given as equations 
[image: image7.emf]             [image: image8.emf].

This system of two equations with two unknowns is solved to give us:
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The obtained estimates  b0  and  b1  of the regression relationship are just realizations of estimators of the true regression parameters  β0  and  β1. As always, estimators have standard deviations and variances. 
Error Variance and the Standard Errors of Regression Estimators
The standard errors s(b0) and s(b0) are defined next; they give us an idea of the accuracy of the least-squares estimates  b0  and  b1: 
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The estimate  s  of the standard deviation of the regression errors  σ  is sometimes referred to as standard error of estimate.
Recall that   σ2  is the variance of the population regression errors   ϵ   and that this variance is assumed to be constant for all values of  X  in the range under study. 
Since  σ2  is usually unknown, we need to estimate it from our data. An unbiased

estimator of   σ2, denoted by s2, is the mean square error (MSE) of the regression:

[image: image13.emf].
The degrees of freedom are  n – 2 because 2 degrees of freedom are lost from estimating the  2  parameters,  β0  and   β1, (thus, two restrictions are imposed on the  n  points). 
The regression parameter estimates  b0  and  b1 and their standard errors  s(b0) and s(b0) can be used in the construction of confidence intervals for the true regression parameters β0  and   β1.
A  (1 – α)100%  confidence interval for β0  and   β1  are
b0 ± t(n – 2,1 – α/2)s(b0)      b1 ± t(n – 2,1 – α/2)s(b1).
Hypothesis tests about the regression relationship
The most important statistical test in simple linear regression is the test of whether the slope parameter  β1  is equal to zero:
H0:  β1 = 0      Ha:  β1 ≠ 0.
This test is a two-tailed test. Either the true regression slope is equal to zero, or it is not:

· if it is equal to zero, the two variables have no linear relationship; 
· if the slope is not equal to zero, then it is either positive or negative (the two tails of 
rejection), in which case there is a linear relationship between the two variables. 
The test statistic for determining the rejection or nonrejection of the H0 is given by
[image: image14.emf],
where  b1 is the estimate of the regression slope and  s(b1)  is the standard error of  b1. When
 the null hypothesis is true, the statistic has a  t  distribution with  n – 2 degrees of freedom.

For a two-sided level α test, 
if     t > t(n−2,1−α/2)   or   t < − t(n−2,1−α/2)   then reject H0.

If   − t(n−2,1−α/2)  ≤  t  ≤  t(n−2,1−α/2)     then notreject H0. 
Use of the Regression Model for Prediction
Producing point predictions using the estimated regression equation is very easy.

All we need to do is to substitute the value of  X  for which we want to predict  Y  into the prediction equation. 
A  (1 – α)100% prediction interval for  Y  is given in equation:
[image: image15.emf].
The width of the interval depends on the distance of value x  from the mean.
We may compute a confidence interval for E(Y | X ), the expected value of  Y  for a

given  X. Here the variation is smaller because we are dealing with the average  Y  for a given  X, rather than a particular  Y. 
The (1 – α)100% confidence interval for  E(Y | X ) is given in equation
[image: image16.emf]
The confidence band for  E(Y | X )  around the regression line is narrower, therefore, the 1 is missing from the square root quantity in this equation.

IWS Practice

Practice 1

A random sample of  42 patients is administered doses of varying concentration X,
and the severity of side effects Y is measured. The results include: the average concentration
is  90, the average severity of side effects is 170,   SSX = 2200,   SSXY = 4500,   SSY = 12000. 
Find the least-squares estimates of the regression parameters.
Practice 2

A random sample of   82  patients is administered doses of varying concentration X, and the severity of side effects Y is measured. 

The results include: the average concentration is  40, the average severity of side effects is 80,   SSX = 500,   SSXY = 1000,   SSY = 2400. 
Find the  95% confidence interval of the regression parameter  β1.

Practice 3
In a study on the elimination of a certain drug in man, the following data were
recorded (time in hours  X , drug concentration  Y (μg/ml)):

	X
	0.5
	1.0
	1.5
	2.0
	2.5
	3.0
	3.5
	4.0
	4.5
	5.0

	Y
	0.6
	0.5
	0.46
	0.44
	0.4
	0.42
	0.38
	0.4
	0.36
	0.38


a. Plot the scatter diagram.

b. Determine the regression curve of  Y on X.

c. Test the null hypothesis of no relationship between the variables at  α = 0.01.

d. Determine a  99% confidence interval for the slope parameter  β1. 
f. What is the predicted drug concentration after 4 hours?
g. Determine a  99% confidence interval for  E(Y | X ).
Questions
1. Regression.

2. Population regression model.

3. Regression line.

4. Estimators of the true regression parameters.

5. Method of least squares.

6. Standard Errors of Regression Estimators.

7. Hypothesis tests about the regression relationship.
