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Three assumptions are required to use analysis of variance.

1. For each population, the response variable is normally distributed. 
2. The variance of the response variable, denoted  σ2, is the same for all of the populations. 
3. The observations must be independent. 

Analysis of variance can be used to test for the equality of   k population means for a completely randomized design. The general form of the hypotheses tested is

H0: μ1 = μ2 = … = μk
Ha: Not all population means are equal

Where μj = mean of the jth population.
The null hypothesis  H0  states that there are no differences between the population means.

Independent random sample of size  nj  for each of the  k  treatments are: 
xij    i = 1, 2, 3, …,  nj      j = 1, 2, 3, …,  k.
The variable  X  is called the response variable, and its values  xij  are called responses.

Let xij  -  value of observation  i  for treatment j, n = n1 + n2 +… + nk  - total number of observations, x - overall sample mean is the sum of all the observations divided by the total number of observations  n, s2 - overall sample variance, nj - number of observations for treatment j, xj - sample mean for treatment j, s2j  = sample variance for treatment j.

The overall sample mean, denoted  x, is the sum of all the observations divided by the total number of observations  n. Whenever the sample sizes  nj  are the same, the overall sample mean  x  is just the average of the  k  sample means  xj.
The formulas for the overall sample mean  x, the sample mean  xj  and sample variance  s2j  for treatment  j  are as follow:
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1. Calculation of the total sum of squares, SS.
The total sum of squares measures the total variation in the data set, the variation of all individual data points  xij  from the overall sample mean  x. With the entire data set as one sample, the formula for computing  the total sum of squares, SS, is

[image: image4.emf] [image: image5.emf].
2. Partitioning of total sum of squares, SS.
The analysis of variance can be viewed as the process of partitioning the total sum 

of squares,  SS  and the degrees of freedom   n – 1  into their sources: error and treatments:

           [image: image6.emf]
SS          =              SST            +          SSE.
The degrees of freedom corresponding to  SS,  n – 1, can be partitioned into the
degrees of freedom corresponding to SSE,  n – k, and the degrees of freedom corresponding
to  SST,  k – 1:
n – 1 =  (n – k) + (k – 1).
SSE  measures unexplained variation, the variation within each group that cannot be explained by possible differences between the groups.

SST  measures the variation of individual sample means  xj  from the overall sample mean  x.  It is that part of the variation that is possibly expected, or explained, because the data points are drawn from different populations.  It’s the variation between groups of data points, the between-treatments variation.
If the sample means  xj  are close to each other, then they all would be close to the overall sample mean  x; as a result,  SST would be small and supports the  H0.
3. Within-treatments estimate of population variance.
A within-treatments estimate of  σ2  is called the mean square due to error and is denoted MSE. 
            [image: image7.emf]
4. Between-treatments estimate of population variance.
A between-treatments estimate of  σ2  is called the mean square due to treatments and is denoted MST.  
         [image: image8.emf].

5. Comparing the variance estimates: the  F test.
The ratio 
[image: image9.emf]
is the ratio of two sample variances. If the null hypothesis  H0   is true the sampling distribution of  the ratio  MST/MSE   is an  F distribution with numerator degrees of freedom equal to  k – 1  and denominator degrees of freedom equal to  n – k:

F(k – 1, n – k, 1– α).
6. Rejection Rule. If   F > F(k – 1, n – k, 1– α),  then reject  H0.
7. ANOVA table
 
The results of the preceding calculations can be displayed conveniently in a table referred to as the analysis of variance or ANOVA table.   
	ANOVA table

	Source of Variation
	Sum of Squares
	Degrees of Freedom
	Mean Square
	F

	Treatments
	SST
	k – 1
	MST
	MST/MSE

	Error
	SSE
	n – k
	MSE
	

	Total
	SS
	n – 1
	
	


 Tukey’s Multiple Comparison Method

The Tukey’s multiple comparison method test, allows us to compare every pair of population means with a single level of significance.

The test is based on the studentized range distribution, q, with ν1 = k , ν2 = n − k  degrees of freedom, which is defined as the variable

[image: image10.emf]
where   xmax  and  xmin  are the largest and smallest sample means  xj, respectively, assuming

that there are no differences between the population means. 
This technique determines a critical number, denoted by ω  such that, if any pair of sample means  xp  and  xm  has a difference greater than  ω, we conclude that the pair’s two corresponding population means are different.
We define a critical number ω as follows.
[image: image11.emf]  
qα(k, ν) = critical value of the studentized range distribution,  α = significance level,
k = number of treatments,  n = total number of observations, 

ν = number of degrees of freedom associated with MSE (ν = n − k),
ng = number of observations nj  in each of  k  samples.
Theoretically, this procedure requires that all sample sizes  nj  be equal. However, if the sample sizes  nj  are different, we can still use this technique provided that the sample sizes  are at least similar. The value of  ng  used previously is the harmonic mean of the sample sizes  nj; that is,
[image: image12.emf]
The test statistic is the absolute value of the difference between the appropriate sample means | xp  −  xm |. 
Rejection Rule.
If   | xp  −  xm | > ω,  then reject  H0.
Hence, we conclude that  μp  and  μm differ. 
IWS Practice

Practice 1

To study the effect of temperature on  yield in a chemical process,

	30° C
	40° C
	50° C

	23
	31
	22

	32
	25
	27

	33
	30
	30

	37
	28
	28

	36
	23
	21


 five batches were produced at each of three temperature levels. 
Construct an analysis of variance table. 
Use a 0.05 level of significance to test whether the temperature level has an effect on the mean yield of the proces
Practice 2
Use Tukey’s multiple comparison method with α = 0.1 to determine which population means differ in the following problem:

k = 3  n1 = 10  n2 = 10  n3 = 10  MSE = 700  x1 = 130  x2 = 100  x3 = 150.
Questions
1. Planning an experiment. ANOVA models. 
2. One-way ANOVA.
3. Total variation.
4. Between-treatments variation.
5. Unexplained within-treatments variation.
6. Comparing the variance estimates: the  F test.
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