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ODESSA – 2023
IWS 19 6h Preparation for differential test
The student is allowed to take the first test in subject if he meets the requirements of the curriculum and if for the current academic activity, he has got at least 3.00 points. Differential test is carried out during the last lesson.
Structure of the differential test
	Content of the evaluated activity
	Quantity

	Answering theoretical questions.
	2


The list of questions to the differential test
1. Derivative of a function. 

2. Table derivatives.

3. Basic rules for determining derivatives.

4. Use the first derivative to determine the monotony intervals of a function.

5. Use the first derivative to determine the extremes of a function.

6. The use of the second derivative for the study of functions on extreme.

7. The use of the second derivative for the study of functions on the bulge of the function.

8. The use of the second derivative for the study of functions at inflection points.

9. The boundary of the function. 

10. Calculating boundaries using Lopithal rules.

11. Differential of a function. 

12. Use a differential for a linear approximation of a function and approximate calculations.

13. Functions of several variables. Partial derivatives. 

14. Partial differentials of a function of several variables. 

15. Total differential.

16. Indirect measurements. 

17. Absolute and relative error of measurements. 

18. The use of a complete differential to calculate the error of indirect measurements.

19. Indefinite integral. 

20. Basic properties of indefinite integral. 

21. Table integrals. 

22. Integration by inspection.

23. Integration by parts.

24. Cumulative sum. Definite integral. 

25. Newton-Leibniz formula. 

26. Properties of the definite integral.

27. Area of a flat figure, the work of a variable force.

28. Average of a function.

29. Differential equations. 

30. General solution of differential equation. 

31. Partial solution of a differential equation. 

32. Separable differential equations.
33. Linear differential equations of the first order.

34. Linear homogeneous second-order differential equations.

35. Modeling processes by linear homogeneous first-order differential equations.

36. Differential equations of kinetics of chemical reactions and their solution.

37. Differential equations of reproduction dynamics and their solution.

38. Differential equation of a single-chamber pharmacokinetic model and its solution.

39. A random event. Probability of a random event.

40. Compatible and incompatible random events. Probability add theorem.

41. Dependent and independent random events. Conditional probability.

42. Probability multiplication theorem.

43. The formula of total probability.

44. Bayes theorem and its application.

45. Discrete and continuous random variables.

46. A probability mass function (pmf). 

47. Ways to specify the discrete distribution.

48. Condition of rationing of the probability mass function (pmf).

49. Probability distribution function. Properties of the distribution function. 

50. Mathematical expectation of a discrete random variable. 

51. Variance and standard deviation of a discrete random variable. 

52. The law of distribution of continuous random variables. 

53. Probability density function and its properties. Mode.

54. Condition of rationing of the probability density function.

55. The mathematical expectation of a continuous random variable. 

56. Variance and standard deviation of a continuous random variable. 

57. Centered random variables and their numerical characteristics.

58. Standardized random variables and their numerical characteristics.

59. Quantiles.

60. Median, quartiles.

61. Binomial distribution.

62. Negative binomial distribution.

63. Polynomial distribution.

64. Uniform distribution.

65. Exponential distribution.

66. Normal distribution. 

67. Density function of normal distribution.

68. Standard normal distribution. 

69. The probability of random values entering a given interval under the normal distribution.

70. Chebyshev's inequalities.

71. The law of large numbers in the form of Chebyshev. 

72. Application of Chebyshev's theorem in measurement theory.

73. Central boundary theorem. 

74. Chi-square distribution 

75. T - distribution (Student's distribution).

76. F distribution (Fisher-Snedeker distribution).

77. A population and a sample. Formulation of statistical conclusion.

78. Discrete variation series. 

79. Forms of representation of discrete variation series. Dot plot.
80. Interval variation series. 

81. Graphical representation of interval variation series: histogram.

82. Graphical representation of interval variation series: cumulates.

83. Empirical distribution function.

84. Empirical density function.

85. Statistical inference. 

86. Point estimates. Basic requirements for point estimation. 

87. Interval estimation.

88. Point estimate of mathematical expectation.

89. Point estimate of variance.

90. Point estimate of statistical deviation.

91. Point estimate of the standard deviation of the average mean.

92. Confidence interval for mathematical expectation.

93. Confidence interval for variance.

94. Marginal absolute error of direct measurements.

95. Marginal absolute error of the set of indirect measurements.

96. Formulation of statistical hypotheses. 

97. Verification criterion. 

98. One-tail test. 

99. Two-tail test. 

100. First type errors in hypotheses testing.

101. Confidence coefficient. Level of significance.
102. Second type errors in hypotheses testing.

103. Power and β risk.
104. Method of detection of systematic error of the measurement method. Two-tail test.

105. Method of detection of systematic error of the measurement method. One-tail test.

106. Hypotheses test about the equality of dispersions of two normal sets.

107. Hypotheses test about the better quality of the new measurement method.

108. Hypotheses test about equality of distribution centers of two independent normal samples.

109. Planning an experiment. ANOVA models. 

110. One-way ANOVA.

111. Functional and statistical dependence of continuous random variables.

112. Correlation. 

113. Theoretical and empirical lines of regression.

114. Construction of empirical regression line.

115. Covariance.

116. Point estimation of covariance.

117. Correlation coefficient and its properties. 

118. Point estimation of the correlation coefficient.

119. Estimators of the true regression parameters.
120. Method of least squares. 
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