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ODESSA – 2023
04 Lecture  Random variables
Determined and random observations

In the study of probability, any process of observation is referred to as an experiment. 

The results of an observation are called the outcomes of the experiment.

Two types of connections between the conditions for observation and its results:
• observation conditions uniquely determine its output - then observations are called determined;
• with the same conditions can occur different results; then observations are called random. 
An experiment is called a random experiment if its outcome cannot be predicted. 

The set of all possible outcomes of a random experiment is called the sample space S. A sample space is discrete if it consists of a finite or countable infinite set of outcomes. A sample space is continuous if it contains an interval (either finite or infinite) of real numbers. An element in  S  is called a sample point. Each outcome of a random experiment corresponds to a sample point.
Related outcomes can be described by subsets of the sample space and set operations can also be applied. Any set of outcomes is an event. 
Probability
Suppose that the random experiment is repeated  n  times. If event  A  occurs  n(A)  times, then the probability of event  A, denoted  P(A), is defined as
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where  n(A)/n  is called the relative frequency of event  A. 
1.  If we let  Ei denote the ith experimental outcome and  P(Ei) its probability, then :
[image: image2.emf]
2. When an event cannot occur, the probability will be 0.

3. When an event is certain to occur, the probability is 1.
4. The sum of the probabilities of all of the outcomes in the sample space is 1.
For n experimental outcomes, this requirement can be written as

[image: image3.emf]
Complement of an Event

Given an event A, the complement of  A  is defined to be the event consisting of all sample points that are not in  A. The complement of  A  is denoted  by  Ac  or  A.

In any probability application, either event  A  or its complement   Ac  must occur. Therefore,

[image: image4.emf].
The Addition Law
When we are interested in knowing the probability that at least one of two events occurs the addition law is used. 

In these situations, we must consider whether or not both events have common outcomes. If the events have no sample points in common,  they are said to be disjoint  or mutually exclusive.
1. The first rule is used when the events are mutually exclusive
P(A or B) = P(A) + P(B).

2. If A and B are two events that are not mutually exclusive, then 
P(A or B) = P(A) + P(B) - P(A and B),

where   (A and B) means the number of outcomes that event   A  and event  B  have in common.  The probability of two events both occurring  is called  joint probability.
The Multiplication Law
When we are interested in knowing the probability that two or more events occur in sequence the multiplication rules can be used. 
It is necessary to differentiate between independent and dependent events:
Two events,  A  and  B  , are said to be independent if the probability of event  A  is the same regardless of whether or not  B  occurs. 
The multiplication rule for two independent events, then, may be written as

P(A and B) = P(A)P(B).
On the other hand, when the occurrence of the first event in some way changes the probability of the occurrence of the second event, the two events are said to be dependent. 
If the events are dependent, another multiplication rule is used
P(A and B) = P(A | B)P(B),
where  P(A | B)  is conditional probability of  A given  B.  
Conditional probability of event  A  given event  B   P(A | B) is the probability that  A occurs when  B is known to occur.  
Law of Total Probability

Consider some sample space  with mutually exclusive and exhaustive  events 
B1, B2, B3. . . . ,Bk.
If   P(Bj)   are the probabilities of these mutually exclusive and exhaustive events,   A is any event in   S  and   P(A | Bj)  are the conventional probabilities  of event   A  given that event   Bj   has already occurred,  then
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This is the law of total probability. It is used every time when it is easier to compute conditional  probabilities of   A  given additional information.
Bayes' Rule
Conditional probabilities,   P(A | B)  and  P(B | A), are not the same, in general. 
The multiplication rule can be written in the form

P(A and B) = P(A | B)P( B) = P(B | A) P(A) .
From this equation we can obtain the following Bayes' rule:
[image: image7.emf]
Random variables

A random variable X is a single-valued real function that assigns a real number to each outcome in the sample space  of  random experiment. 
The measured value of the random variable X  is denoted by a lowercase letter such as  x.
The random variable is called a discrete random variable if it is defined over a sample space having a finite or a countably infinite number of sample points. 

In the case of a sample space having an uncountably infinite number of sample points, the associated random variable is called a continuous random variable. 
Probability distributions

The behavior of a random variable is characterized by the way probabilities are distributed over the values it assumes. 
A probability distribution function and a probability mass function are two ways to characterize this distribution for a discrete random variable. 
The corresponding functions for a continuous random variable are the probability
 distribution function and the probability density function.

Probability distribution function

Let  X  be a random variable.  Given a real number  x, let us consider the probability of the event   P(X ≤ x). The function
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is defined as the probability distribution function (PDF), or simply the distribution function, of  X . 

The  PDF of a random variable accumulates probability as  x  increases, and the name cumulative distribution function (CDF) is also used for this function.

The properties possessed by a  PDF.

· It exists for discrete and continuous random variables and has values between  0 and 1. 
· It is a nonnegative and nondecreasing function of the real variable and
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· If  a and  b are two real numbers such that  a <  b, then 
[image: image10.emf]
Probability mass function for discrete random variables
Let  us consider a discrete random variable X  that assumes at most a countably infinite number of values   x1, x2, . . .. If we denote 
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then, clearly, 
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The function 
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is defined as the probability mass function  (pmf) of  X . 
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(assuming   x1  <  x2  <  …).

The upper limit for the sum  means that the sum is taken over all satisfying  x . 

Probability density function for continuous random variables
For a continuous random variable  X, the derivative of FX (x)  
[image: image15.emf]
is called the probability density function  (pdf), or simply the density function, of  X.

[image: image16.emf]
Properties of  pdf  include
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Measures of centrality of a random variable 

The distribution of a random variable contains the entire information about its behavior. It can be summarized in a few characteristics. 
The most commonly used are the expectation, variance, standard deviation.  Definition.  
Expectation or expected value of a random variable   X  is its mean, the average value.

Expectation is often denoted by  μ. The general formula for the expectation:
· discrete case
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· continuous  case
[image: image21.emf].

In a certain sense, expectation is the best forecast of   X. 
Often we are interested in another variable,  Y , that is a function of   X. Expectation of  Y = g(X)  is computed by a similar formula, 

· discrete case

[image: image22.emf]
· continuous  case
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Other quantities in common usage that also give a measure of centrality of a random variable. We define the quartiles and other percentiles of  a probability distribution.
The population 100p-th percentile is an  x  value that supports area  p  to its left and 1 - p to its right.

1. Q1  -  lower (first) quartile  =  25th percentile.

2. Q2  -  second quartile (or median Me)  = 50th percentile.
3. Q3  -  upper (third) quartile  =  75th percentile.

4. Q3 - Q1  -   interquartile range.
5. Q  -  the semi-interquartile range, or quartile deviation is defined by

[image: image24.emf]
A mode of  X  is a value of  X  corresponding to a peak in its mass function or density function. The term unimodal distribution refers to a probability distribution possessing a unique mode.

Variance and standard deviation

Definition 
Variance of a random variable is defined as the expected squared deviation from the mean.
· For discrete random variables, variance is
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· for continuous random variables
[image: image26.emf].

According to this definition, variance is always non-negative. Further, it equals 0 only if   x = μ  for all values of  x, i.e., when  X  is constantly equal to  μ.  Certainly, a constant

(non-random) variable has zero variability.

Variance can also be computed as

[image: image27.emf]
Definition 
Standard deviation is a square root of variance,
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Continuing the Greek-letter tradition, variance is often denoted by  σ2. Then, standard

deviation is  σ.

A dimensionless number that characterizes dispersion relative to the mean  is the coefficient of variation, v , defined by the ratio  v = σ/μ.
Skewness
Often a distribution is not symmetric about any value but instead has one of its tails longer than the other. Measures describing this asymmetry are called coefficients of skewness, or briefly skewness. One such measure is given by
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Kurtosis

Measures of the degree of peakedness of a distribution are called coefficients of kurtosis, or briefly kurtosis. A measure often used is given by

[image: image30.emf] 
Standardized Random Variables
Let  X  be a random variable with mean and standard deviation  σ . Then we can define an associated standardized random variable given by

[image: image31.emf].

An important property of   Z  is that it has a mean of zero and a variance of 1
E(Z)  =  0,   Var (Z) = 1 .
