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ODESSA – 2023
05 Lecture Probability distributions
Bernoulli trials

Consider random experiment of the following nature: 
1. The experiment consists of a sequence of  n  identical trials.

2. Two outcomes are possible on each trial - a success and a failure.

3. The probability of a success, denoted by  p, does not change from trial to trial.

4. The trials are independent.

Trials performed under these conditions are called Bernoulli trials. 
Binomial Probability Distribution

The probability distribution of a random variable  X  representing the number of

successes  k  in a sequence of  n  Bernoulli trials is frequently of considerable interest. Its probability mass  function  pX (k) is given by:
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The probability distribution function (PDF),  FX (x), for a binomial distribution is given by
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where  m  is the largest integer less than or equal to  x.

We have for the mean  and variance,
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Geometric distribution

The number of trials to  (and including) the first occurrence of success is a discrete random variable with possible integer values ranging from one to infinity. 
Its probability mass  function  pX (k) is given by:

pX (k)  =  p (1 - p) k-1 ,      k = 1, 2, 3, ….
This distribution is known as the geometric distribution with parameter  p. 
The mean and variance of   X  can be found as follows:
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Negative binomial distribution
The number of trials to  (and including) the rth occurrence of success is a discrete random variable with possible integer values ranging from  r to infinity. 
Its probability mass  function  pX (k) is given by:
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This distribution is known as the negative binomial, or Pascal, distribution with parameters
 r  and  p. It is often denoted by  NB (r, p).
The mean and variance of   X  are, respectively,
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Multinomial distribution

Let there be  r  possible outcomes  Ei   for each trial and probability
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If random variable 
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 represent the number of  Ei   in a sequence of  n  trials, the joint probability mass function (jpmf) of  X1, X2, . . . , Xr,  is given by
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This distribution is known as the multinomial distribution.
Since each  Xi   defined above has a binomial distribution with parameters  ni  and  pi, the mean, mX , and variance,  σ2X, of  X are 
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Poisson distribution
Let  X  be a discrete random variable, the number of occurrences in a specific interval that can take on the values 0, 1, 2, . . .  If the following two properties are satisfied, the number of occurrences  X  is a random variable described by the Poisson probability distribution:
1. The probability of an occurrence is the same for any two intervals of equal length.

2. The occurrence or nonoccurrence in any interval is independent of the occurrence or nonoccurrence in any other interval.

Poisson probability mass function (pmf) is given by
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Where p (X)  -  the probability of  x  occurrences in a specific interval, λ - expected value and variance of occurrences in a specific interval, e = 2.71828. 
The Poisson distribution is often referred to as the distribution of rare events. 
Uniform distribution
A continuous random variable  X  has a  uniform distribution over an interval  a  to

b  (b > a)  if it is equally likely to take on any value in this interval. The probability 
density function (pdf) of  X   f X (x)  is constant over interval  (a, b)  and has the form
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The probability distribution function (PDF)  of  X,  FX (x), is    
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The mean, mX , and variance,  σ2X, of  X are 
[image: image20.emf]
[image: image21.emf]
Gaussian or normal distribution

A random variable  X  is Gaussian or normal if its  pdf  fX(x)  is of the form
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where  m  and  σ  are two parameters, with  σ > 0. 

Its corresponding PDF is
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cannot be expressed in closed form analytically but can be numerically evaluated for any x.

The mean and variance of  X  are given by

E(X) = m,  var(X) = σ2.
The normal distribution is sometimes represented by the notation N(m, σ2). 
Probability tabulations

We often have to evaluate probabilities associated with a normal random variable  X :  
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Tables of the PDF for the normal distribution N(0, 1) with m = 0 and  σ = 1 are provided that enable us to determine such probabilities. 
Table gives  FZ (u)  for points in the right half of the distribution only (for u > 0). The corresponding values for  u < 0  are obtained by the relationship
FZ (- u)  =  1 – FZ (u) .
From the table, we can find the probability  P  for any values  a < b,  so table can be used to determine    P(a ≤ Z ≤ b).  
To make inferences about  X, we convert  X  to  Z = (X – m)/σ,  we have
P(a ≤ (X – m)/σ) ≤ b) = P(aσ ≤ (X – m) ≤ bσ) = P(aσ + m  ≤X ≤  bσ + m).
Gamma distribution
The pdf associated with the gamma distribution is
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where Γ(x) is the gamma function:
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which is widely tabulated, and
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when  η  is a positive integer.
The distribution function of random variable  X  having a gamma distribution is
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which is also tabulated.

The parameters η  and  λ are taken to be positive. Since the gamma distribution is one-sided, physical quantities that can take only positive values are frequently modeled by it. 
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A number of important distributions are special cases of the gamma distribution.

Exponential distribution

When  η = 1, the gamma density function reduces to the exponential form
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where  λ  is the parameter of the distribution. Its associated PDF, mean, and variance are 
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