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ODESSA – 2023
06 Lecture Sample distributions laws. Limit theorems
Chebyshev’s Inequality

Theorem: Suppose that  X  is a random variable having mean  μ  and variance  σ2, which are finite. Then if  ϵ  is any positive number,

[image: image32.png]



or, with   ϵ  =  kσ ,

[image: image2.emf]
Prove Chebyshev’s inequality.

If  f (x)  is the density function of  X, then

[image: image3.emf]
Since the integrand is nonnegative, the value of the integral can only decrease when the range of integration is diminished. Therefore,

[image: image4.emf]
But the last integral is equal to 
[image: image5.emf]
Hence,

[image: image6.emf]
Chebyshev’s inequality is used to provide estimates when it is inconvenient or impossible to obtain exact values.
Law of Large Numbers

Theorem: Let   X1, . . . , Xn    be mutually independent random variables (discrete
or continuous), each having finite  μ  and variance σ2. Let  the random variable  Sn  be defined as
[image: image7.emf]
Then 

[image: image8.emf].
Prove the law of large numbers. 

We have
[image: image9.emf]
[image: image10.emf].

So then

[image: image11.emf].

Therefore, by Chebyshev’s inequality with   X = Sn /n,  we have
[image: image12.emf].

Taking the limit as   n → ∞, this becomes, as required,
[image: image13.emf].

This is called the law of large numbers. 

Central-Limit Theorem

Let   X1, . . . , Xn    be a sequence of mutually independent and identically distributed random variables with means  μ  and variances σ2. 
Let  the random variable  Sn  and the normalized random variable  Zn  be defined as
[image: image14.emf]
[image: image15.emf][image: image16.emf]
Then  FZn (z), converges to N(0, 1)  as   n → ∞ :

[image: image17.emf]
The central limit theorem describes a very general class of random phenomena for which distributions can be approximated by the normal distribution. 
The Chi-Square Distribution

Let   X1, . . . , Xv   be  v  independent normally distributed random variables with mean 0 and variance 1. The random variable

[image: image18.emf]
(χ2  is called chi square) is  said to have the chi-square distribution, and  v  is called the number of degrees of freedom. 
Corresponding density function given by

[image: image19.emf]
It is seen that the chi-square distribution is a special case of the gamma distribution with   α = v/2, β =2. Therefore, mean, variance and mode are  
μ = v, σ2 = 2v, xmode =  v – 2.
If  v  is large , 
[image: image20.emf]
is very nearly normally distributed with mean 0 and variance 1.

We denote  χ2 distribution function P(χ2 ≤ x)
[image: image21.emf]
 P(χ2 ≤ x) ≡ P(χ2p;v). Here percentile values of the  the chi-square distribution for  v  degrees of freedom are denoted by  χ2p,v or  briefly  χ2p   if   v  is understood.

Student’s  t Distribution
Definition. 
Let   X  and  Y  are two independent random variables such that  X  that is normally distributed N(0, 1)  while  Y is chi-square distributed with  n  degrees of freedom, χ2n . 
Then the random variable 
[image: image22.emf]
is  said to have Student’s t distribution, briefly the t distribution, with  n degrees of freedom. 
The density function for a t-distributed random variable is given by
[image: image23.emf][image: image24.emf]
it is defined for   - ∞ < x < ∞.
For the t distribution we have   μ = 0, 
[image: image25.emf] [image: image26.emf].

We denote t distribution function,
[image: image27.emf]
 FX (x) = P(X ≤ x) ≡ P(tp;n). Here percentile values of the  t distribution for  n  degrees of freedom are denoted by  tp,n  or  briefly  tp   if   n  is understood. Since the  t distribution is symmetrical,  t1-p =  - tp;  for example,  t0.05 = - t0.95.
The F Distribution

Definition.
Let  Y1  and  Y2  be independent random variables that are chi-square distributed with  v1  and  v2  degrees of freedom, respectively. The distribution of the random variable

[image: image28.png]



is called the Fisher-Snedecor distribution or simply     F distribution with  v1  and  v2   degrees of freedom.
The density function for the  F distribution with  v1  and  v2 degrees of freedom is given by
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The mean and variance are given, respectively, by

[image: image30.emf] 
F-distribution has two parameters, the numerator degrees of freedom and the denominator degrees of freedom. These are degrees of freedom of the Y1  and  Y2  in the numerator and denominator of the  F-ratio. 
We denote the F distribution function,
[image: image31.emf]
 FX (x) = P(X ≤ x) ≡ P(Fp;v1,v2).
Here percentile values of the  F distribution for  v1, v2  degrees of freedom are denoted by Fp,v1,v2.
The integral given above cannot be evaluated by analytical means and is generally performed numerically. For convenience, tables of the PDF for the Fisher-Snedecor distribution are provided. 
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