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ODESSA – 2023
07 Lecture Estimation
Statistical inference
You needed to know the distribution and its parameters, in order to compute probabilities. Often parameters are not known. Then, how can one compute probabilities? The answer is simple: we need to collect data. A properly collected sample of data can provide rather sufficient information about parameters of the observed system. 
Definition.
Statistical inference is the procedure by which we reach a conclusion about a population on the basis of the information contained in a sample drawn from that population.
Population and sample, parameters and statistics

Data collection is a crucially important step in Statistics. We use the collected and observed sample to make statements about a much larger set — the population.

Definitions. 

1. A population consists of all units of interest.
2. Any numerical characteristic of a population is a parameter. 
3. A sample consists of observed units collected from the population. It is used to make statements about the population. 
4. Any function of a sample is called statistic.

We would like to make statements about the population. We may collect data in a form of a random sample from a population. This is our data. The process of estimation entails calculating from the data some statistic that is an approximation of the corresponding parameter of the population. 
Although we have only a portion of the population in our hands, a rigorous sampling design followed by a suitable statistical inference allows to estimate parameters and make statements with a certain measurable degree of confidence.
Data Type

Variables in a statistical study can be classified as either categorical (qualitative) or numerical (quantitative): 
· A data set is categorical (or qualitative) if the individual observations are categorical responses.

· A data set is numerical (or quantitative) if each observation is a number.

Numerical variables can be further classified into two types: 

· a numerical variable is discrete if its values correspond to isolated points.

· a numerical variable is continuous if its values form an entire interval.
The purpose of the graphical display is to show the data distribution.
Displaying categorical data
A frequency distribution for categorical data is a table that displays the possible categories along with the associated frequencies and/or relative frequencies.

A bar chart is a graphical display of categorical data. To construct bar charts:
1. Draw a horizontal axis, and write the category labels below the line at regularly spaced intervals.

2. Draw a vertical axis, and label the scale using frequency (relative frequency).

3. Place a rectangular bar above each category label. The height is determined by the category’s frequency (relative frequency), and all bars should have the same width.
Displaying numerical data

A dotplot is a simple way to display numerical data when the data set is not too large:
1. Draw a horizontal line and mark it with an appropriate measurement scale.

2. Locate each value in the data set along the measurement scale, and represent it by a dot. If
there are two or more observations with the same value, stack the dots vertically.
[image: image34.png]



A stem-and-leaf display - number in the data set is broken into two pieces, a stem and a leaf: 
1. The stem is the first part of the number and consists of the beginning digits. 
2. The leaf is the last part of the number and consists of the final digits. 
How to construct stem-and-leaf display:
1. Select one or more leading digits for the stem values. The trailing digits become the leaves.

2. List possible stem values in a vertical column.

3. Record the leaf for every observation beside the corresponding stem value.

4. Indicate the units for stems and leaves someplace in the display.
Histograms are displays for larger numerical data sets. Histograms are constructed, depending on whether the variable is discrete or continuous.
To construct histogram for discrete numerical data:
1. Draw a horizontal scale, and mark the possible values of the variable.

2. Draw a vertical scale, and add a frequency (relative frequency) scale.

3. Above each possible value, draw a rectangle centered at that value. The height of each rectangle is determined by the corresponding frequency (relative frequency). 
The first step in constructing histogram for continuous numerical data is to find what intervals (class intervals) will be used to group the data. 
The class interval width  w  may be determined by dividing the range  R  by  k, the number of classes:  w = R/k, where the range  R  is the difference between the largest value  xmax and smallest value  xmin  in the data set: R = xmax – xmin .
To construct histogram for continuous numerical data:

1. Mark the boundaries of the class intervals on a horizontal axis.

2. Use frequency (relative frequency) on the vertical axis.

3. Draw a rectangle for each class interval directly above that interval (so that the edges are at the class interval boundaries). The height of each rectangle is the frequency (relative frequency) of the corresponding class interval.
Frequency polygon
To draw a frequency polygon:

 1.Place a dot at the midpoint of the upper base of each rectangular bar. 
2. Connect the dots with straight lines. 
3.At the ends, connect the dots to the midpoints of the previous and succeeding intervals with zero frequency, where widths are the widths of the first and last intervals. 
Cumulative relative frequency gives the percentage of measurements less than or equal to the upper boundary of the class interval.
To draw a cumulative frequency graph:

1.Place a point with a horizontal axis marked at the upper class boundary and a vertical axis marked at the corresponding cumulative frequency.
2. Connect the points with straight lines. At the left end it is connected to the lower boundary of the first interval. 

Selecting Appropriate Numerical Summaries

It is common to report both a value that describes where the data distribution is centered along the number line and a value that describes how spread out it is.

Measures of central tendency describe where the data distribution is located along the number line. A measure of center provides information about what is “typical.”

Measures of dispersion describe how much variability there is in a data distribution.

A measure of dispersion provides information about how much individual values tend to differ from one another.

There is more than one way to measure center and spread in a data distribution. The

two most common choices are to use:

· the mean and standard deviation or

· the median and interquartile range. 
The sample mean (pronounced as x-bar) is the arithmetic average of the values in a sample:
[image: image2.emf]
The sample standard deviation, denoted by s, is the square root of the sample variance:

[image: image3.emf].
The sample median (Md) is obtained by first ordering the n observations from smallest to largest (with any repeated values included, so that every sample observation appears in the ordered list). Then sample median is 

· the single middle value if n is odd;
· the average of the two middle values if n is even.

The lower quartile  Q1  =   median of the lower half of the data set.
The upper quartile  Q3  =  median of the upper half of the data set.
The interquartile range (iqr) is defined by iqr = Q3 — Q1.

Choosing an Appropriate Estimator

A single computed value has been referred to as an estimate. The rule that tells us how to compute this value, or estimate, is referred to as an estimator. Estimators are usually presented as formulas. 
An estimator of the population mean  μ  is
[image: image4.emf] 
An estimator of the population variance  Var (X) = σ2X    (the sample variance s2X)   is
[image: image5.emf],
An estimator of the population standard deviation σX  (the sample standard deviation  sX) is
[image: image6.emf].
To compare standard deviations on measures that have different means we scale the standard deviation by the magnitude of the mean. That is what we do with the coefficient of variation CV. An estimator of the population coefficient of variation is 
[image: image7.emf].

For each of the parameters we discuss, we can compute two types of estimate: 
· A point estimate is a single numerical value used to estimate the corresponding population parameter.

· An interval estimate consists of two numerical values defining a range of values that,
with a specified degree of confidence, most likely includes the parameter being estimated.
Confidence intervals

When we report an estimator ˆθ  of a population parameter  θ, we know that most likely  ˆθ ≠ θ  due to a sampling error. Then how much can we trust the reported estimator? 
Statisticians use confidence intervals, which contain parameter values that deserve some confidence, given the observed data:
An interval  [a, b]  is  a  (1 − α)100%  confidence interval  for the parameter  θ  if it contains the parameter with probability (1 − α),

P {a ≤ θ ≤ b} = 1 − α.

The coverage probability (1 − α) is called the confidence coefficient or a confidence level.
Confidence interval for the population mean

Let us construct a confidence interval for the population mean  μ = E(X).
Start with an estimator,
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Then rule gives a  (1 − α)100%  confidence interval for the mean; (σ is known):
[image: image11.emf].

In order to attain a margin of error  Δ  for estimating a population mean  μ  with a confidence level  (1 − α), a sample of size 
[image: image12.emf]
is required.

Confidence intervals for proportions

Let population proportion of items that have a certain attribute is p and  A is the set of items that have that attribute. To estimate p we use a sample proportion 

ˆp = (number of sampled items with attribute)/n.
We use the variables
[image: image13.emf].
Each  Xi  has Bernoulli distribution with parameter  p. In particular,

E(Xi) = p        and       Var (Xi) = p(1 − p).
But 
[image: image14.emf]
is nothing but a sample mean  Xi, so,

[image: image15.emf][image: image16.emf]
as we know from properties of sample means.

We estimate the unknown standard error by
[image: image17.emf]
and use it in the general formula   ˆp ± zα/2·s(ˆp)  to construct an (1 − α)100% confidence interval:
[image: image18.emf].
Small samples: Student’s t distribution

Having a small sample, we should replace  σ  by s and adjust the confidence interval using the t-distribution.
So we obtain the confidence interval for the population mean:
[image: image19.emf]
where  tα/2  is a critical value from t-distribution with  (n – 1) degrees of freedom.
where   k  is  the number of estimated location parameters.
Comparison of two populations with unknown variances

Let independent random samples are collected,

X = (X1, . . . ,Xn)   and   Y = (Y1, . . . , Ym),

one from each population of  X’s  and the population of   Y ’s. Population means  are μX  and μY , but variances  σ2X  and  σ2Y   are unknown.

Suppose that the two populations have equal variances,

σ2X  =  σ2Y  = σ2.

In this case, there is only one variance σ2 to estimate instead of two. This estimator of  σ2  is called a pooled sample variance, and it is computed as

[image: image20.emf]
Using this variance estimator in general formula for confidence interval for the difference between two means with σ2X  and  σ2Y  , we get the following confidence interval for the difference of two means  μX −μY , comparing the population of  X’s  with the population of   Y ’s.:
[image: image21.emf].
where  tα/2    is a critical value from  t-distribution with  (n + m − 2)  degrees of freedom.
Confidence interval for the population variance

As always, we start with the estimator, the sample variance s2
[image: image22.emf]
When observations  X1, . . . , Xn  are independent and Normal with  σ2  =  Var(X), the distribution of 

[image: image23.emf]
is Chi-square with (n − 1) degrees of freedom.
Since the distribution of  s2  is not symmetric, our confidence interval won’t have the form 
“estimator ± margin”
as before.

Instead, we use table to find the critical values  χ2α/2  and  χ21−α/2  of the Chi-square

distribution with  ν = n −1  degrees of freedom. These critical values chop the areas of (α/2) on the left and on the  right sides of the region under the Chi-square density curve.
This is similar to   ±zα/2  and  ± tα/2   in the previous sections, although these Chi-square quantiles are no longer symmetric. Recall that   χ2α/2  denotes the  α/2-quantile, Qα/2.
Then, the area between these two values is  (1 − α).
A rescaled sample variance   (n − 1) s2/σ2   has  χ2  density like the one on Figure, so
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A   (1 − α)100%  confidence interval for the population variance is 
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