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ODESSA – 2023
08 Lecture Hypothesis testing
A hypothesis is a statement about populations.

The hypothesis is frequently concerned with the parameters of the populations about which the statement is made. By means of hypothesis testing one determines whether or not such statements are compatible with the available data.

Hypothesis Testing Steps
1. Data. The nature of the data that form the basis of the testing procedures must be

understood, since this determines the particular test to be employed. 

2. Assumptions. Different assumptions lead to modifications of confidence intervals. These include assumptions about the normality of the population distribution, equality of variances, and independence of samples.

3. Hypotheses. There are two statistical hypotheses involved in hypothesis testing.
The null hypothesis is the hypothesis to be tested. It is designated by the symbol  H0. 
In the testing process the H0 either is rejected or is not rejected:

· if  H0  is not rejected, it means that the data do not provide sufficient evidence to reject null hypothesis;

· if the testing procedure leads to rejection, it means that the data are not compatible with  H0, but are supportive of some other hypothesis. 
The alternative hypothesis is a statement that is true if our data cause us to reject the null hypothesis. It is designated by the symbol  Ha .
4. Test statistic. The test statistic is statistic that may be computed from the data. There are many possible values that the test statistic may assume, the particular value observed depending on the data. All values of the test statistic are divided into 2 groups:

· one group constitutes the rejection region;

· the other group makes up the nonrejection region.
5. Decision rule. The decision which values go into the rejection region and which ones go into the nonrejection region is made on the basis of the desired level of significance.
 
The level of significance α  is a probability of rejecting a true H0. 
[image: image18.png]



The probability  (1 -  α)  is called the confidence coefficient. The confidence coefficient is the probability that you will not reject a true H0.
6.Types of errors:

· The error committed when a true  H0  is rejected is called the type I error. 
· The type II error is the error committed when a false  H0  is not rejected. 
The probability of committing a type II error is called the  β risk. 
[image: image2.emf]
The complement of the  β risk is called the power of a statistical test  (1 - β). 
The power of a statistical test is the probability that you will reject the false H0:
[image: image3.emf]
In other words, it is the probability of avoiding a type II error.
7. Calculation of test statistic. From the data we compute a value of the test statistic
and compare it with the rejection and nonrejection regions.

8. Statistical decision. The decision rule:

· to reject the  H0  if the value of the test statistic is in the rejection region;

· to not reject the  H0  if the value of the test statistic is in the nonrejection region.

9. Conclusion. If  H0  is rejected, we conclude that  Ha  is true. If  H0  is not rejected, we conclude that  H0  may be true.
Test for the mean 
Recall: An estimator of the population mean  μ0  is
[image: image4.emf]
The test statistic for determining the difference between the sample mean and the population mean,  μ0,  when the standard deviation, σ,  is known,  is defined  by equation
[image: image5.emf].
The values of the Z  have a standardized normal distribution centered at 0.

The critical value approach compares the computed test statistic value  Z  to critical values   zα/2  and    z1-α/2    that are determined by the level of significance  α and divide the normal distribution into regions of rejection and nonrejection.
Therefore, the decision rule is:
· if │Z│> z1-α/2 ,  H0  is rejected in favor of Ha at the α  level of significance;
· if │Z│< z1-α/2 ,  H0  is not rejected, it  may be true, confidence coefficient (1- α).
Recall: the sample standard deviation  sX   is

[image: image6.emf].

The t test statistic for determining the difference between the sample mean and the population mean,  μ0,  when the standard deviation, σ,  is unknown,  is defined  by equation
[image: image7.emf].

The statistic t is the outcome of a random variable that has a t distribution with  n - 1 degrees of freedom. 
The critical value approach compares the computed test statistic value  t  to critical values  t1  and  t2    that divide the t distribution into regions of rejection and nonrejection. The critical values are expressed as t distribution values that are determined by the level of significance α  and  n - 1 degrees of freedom: 

t1 = tα/2(n - 1)  and    t2 = t1-α/2(n - 1).
Therefore, the decision rule is:
· if │t│> t1-α/2(n - 1),  H0  is rejected in favor of  Ha  at the α  level of significance;
· if │t│< t1-α/2(n - 1),  H0  is not rejected, it  may be true, confidence coefficient (1- α).
Comparison of two means
The specific form of the analysis depends on the nature of the two sets of observations involved; in particular, whether the data come from independent or paired samples.
The distinguishing characteristic of paired samples is that for each observation in the

first group, there is a corresponding observation in the second group.
Paired samples. Consider the two sets of observations to be distinct samples, we focus 
on the difference in measurements within each pair. Suppose that our two groups of 
observations are as follows: xi, yi  i = 1, 2, 3,…, n.
We create a new set of observations that represent the differences within each pair: 
di = xi  -  yi .
The mean and the standard deviation of the set of differences are
[image: image8.emf]        [image: image9.emf]
This sample mean is a point estimate for the true difference in population means δ = μX – μY. 
We wish to test whether these two means are equal, so we can write  H0  and  Ha  as

H0 : δ =  0      Ha : δ ≠  0.

Assuming that the population of differences is normally distributed, H0 can be tested by computing the statistic 
[image: image10.emf].

The statistic t is the outcome of a random variable that has a  t distribution with n - 1 degrees of freedom. 
The critical values are expressed as t distribution values that are determined by the level of significance α  and  n - 1 degrees of freedom: 

t1 = tα/2(n - 1)  and    t2 = t1-α/2(n - 1).
Therefore, the decision rule is:
· if │t│> t1-α/2(n - 1),  H0  is rejected in favor of  Ha  at the α  level of significance;
· if │t│< t1-α/2(n - 1),  H0  is not rejected, it  may be true, confidence coefficient (1- α).
Independent Samples. Consider the two sets of observations: 

xi    i = 1, 2, 3,…, n     and     yi     i = 1, 2, 3,…, m.
We consider the situation in which the two population variances are σ2.
An extension of the central limit theorem says that the difference in sample means is approximately normal with mean   D = μX – μY   and dispersion  σ2X/n +  σ2Y/m: 
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Since it is assumed that the population variances are equal, we substitute the common value σ2. Consequently, we know that  z  is the outcome of a standard normal random variable. This statistic can be used to test the null hypothesis       H0 : D = μX – μY  = 0.
The decision rule is:
· if │Z│> z1-α/2 ,  H0  is rejected in favor of  Ha  at the α  level of significance;
· if │Z│< z1-α/2 ,  H0  is not rejected, it  may be true, confidence coefficient  (1- α).
It is much more common that the true value of  σ2 is not known. In this case, we use the test statistic

[image: image13.emf],     [image: image14.emf].
The quantity s2p is a pooled estimate of the common variance σ2 .  

The test statistic t  has a  t distribution with n + m - 2 degrees of freedom. We can compare the value of this statistic to the critical values in table
t1 = tα/2(n + m - 2)  and    t2 = t1-α/2(n + m - 2).
Therefore, the decision rule is:
· │t│> t1-α/2(n + m - 2),  H0 is rejected in favor of  Ha  at the α  level of significance;
· │t│< t1-α/2(n + m - 2),  H0 is not rejected, it may be true, confidence coefficient (1- α).
Test about the variance

When observations  X1, . . . , Xn  are independent and Normal with  σ2 = Var(X),  the distribution of 

[image: image15.emf]
is Chi-square with (n − 1) degrees of freedom.
Let   yi    i = 1, 2, 3,…, n  be a sample from the Normal distribution with the unknown population variance σ2.  For testing whether the variance of a sample is significantly different from the expected variance σ2  calculate the the statistic
[image: image16.emf]
for  n − 1 degrees of freedom (sample size  n, sample variance s2, expected variance σ2).
It follows the Chi-square distribution with  ν = n −1  degrees  of freedom if   H0  is true and  σ2  is indeed the correct population variance. 
It only remains to compare  χ2  with the critical values  χ2α/2  and  χ21−α/2  of the Chi-square distribution with  ν = n −1  degrees of freedom. 
Therefore, the decision rule is:
if    χ2obs <  χ2α/2    or   χ2obs >  χ21−α/2 ,  H0 is rejected in favor of  Ha  at the α  level of significance;
if  χ2α/2  <  χ2obs <  χ21−α/2,   H0 is not rejected, it may be true, confidence coefficient (1- α).
Comparison of two variances

To compare variances or standard deviations, two independent samples
X = (X1, . . . , Xn)      and      Y = (Y1, . . . , Ym)
are collected, one from each population.

A natural estimator for the ratio of population variances  θ = σ2X / σ2Y  is the standardized ratio of sample variances
[image: image17.emf]
we get an  F-variable with (n − 1) and (m − 1) degrees of freedom. Therefore we can use it
 as test for the null hypothesis about a ratio of variances. F-distribution is used to compare variances, so this test is called the  F-test.

Thus, it only remains to compare  F  with the critical values  F(α/2; v1, v2)  and F(1−α/2; v1, v2)   with  v1 = n −1   and   v2 = m −1 degrees of freedom.
The decision rule is:
if  F < F(α/2; v1, v2)  or  F > F(1 - α/2; v1, v2),  H0 is rejected in favor of  Ha  at the level of significance α;
if  F(α/2; v1, v2) <  F <  F(1 - α/2; v1, v2),   H0 is not rejected, it may be true, confidence coefficient (1- α). 
