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ODESSA – 2023
09 Lecture Correlation and regression analysis
In problems of simple correlation and regression, the data consist of two observations  X and Y from each of  n  subjects. 
The word correlation is used to describe the situation in which both  X and  Y are random variables. In this case, the  X, as well as the Y, vary from one replication to another and thus sampling error is involved in both variables. 
Correlation analysis is a technique whose purpose is to determine if  two variables co-vary. What is peculiar about correlation analysis is that neither variable is dependent or independent. What we want to determine is whether there is a statistically significant relation between both variables.
The word regression is reserved for those situations in which the value of  X  is fixed by the experimenter before the data are collected. Thus, no sampling error is involved in  X, and repeated experiments will involve the same set of  X  values.
The general problem is to develop an equation to predict one variable from knowledge of the other (regression) and to obtain a measure of the degree of this relationship (correlation).
Scatter diagram of bivariate data
Collecting data let us record for each sampling unit two numerical observations (x, y). 
For  n  sampling units, we can write the measurement pairs as
( x1 , y1 ), ( x2 , y2 ), …, ( xn , yn ).

A major purpose of collecting bivariate data is to answer such questions as:

· Are the variables related?

· What form of relationship is indicated by the data?

· What is the strength of their relationship?

When we examine the relationship between these variables, one of the most useful techniques for gaining insight into this relationship is a scatterplot. 
In a scatterplot, each experimental subject in the study is represented by a point in two-dimensional space. The coordinates of this point  Xi, Yi  are the individual’s (or object’s) scores on variables X and Y, respectively.

Correlation analysis
Let us assume that both X and Y are random variables. In this context, the study of the relationship between two variables is called correlation analysis.

The correlation between two random variables X and Y is a measure of the

degree of linear association between the two variables.
In correlation analysis, we will assume that both X  and  Y are normally distributed random variables with means  μX  and  μY  and standard deviations σX and σY, respectively. We define the covariance of   X  and  Y as follows:
[image: image31.png]


.
The covariance is positive when the two random variables move together in the same
direction, it is negative when the two random variables move in opposite directions, and it is
zero when the two variables are not linearly related. 
If we divide the covariance by these standard deviations, we get a measure that is constrained to the range of values  –1 to +1  and conveys information about the relative strength of the linear relationship between the two variables. This measure is the population correlation coefficient  ρ:
[image: image2.emf].

1. When  ρ = 0,  there is no correlation. That is, there is no linear relationship between the two random variables.
2. When  ρ = +1,  there is a perfect, positive, linear relationship between the two variables. 

3. When ρ =  –1, there is a perfect negative linear relationship between the two variables.

4. When the value of  ρ  is between  0 and 1  in absolute value, it reflects the relative

strength of the linear relationship between the two variables. 
The estimate of ρ, also referred to as the sample correlation coefficient, denoted by  r,  is given by
[image: image3.emf]
where  sx  and  sy  are the standard deviations of variable  x  and variable  y, respectively.

This equation can be rewritten as follows:
[image: image4.emf]
The above equation was formulated by Karl Pearson, hence called Pearson’s correlation coefficient.

Using
[image: image5.emf]     [image: image6.emf]     [image: image7.emf].

we rewrite Pearson’s correlation coefficient as follows:
[image: image8.emf].
· when  r  is large and positive (closer to  +1), we say that the two variables are highly correlated in a positive way; 
· when  r  is large and negative (toward  –1), we say that the two variables are highly correlated in an inverse direction, and so on. 
r  can be used as an estimator in testing hypotheses about the true correlation coefficient  ρ. The hypothesis test is
H0: ρ = 0;      Ha: ρ ≠ 0.
The test statistic for this particular test
[image: image9.emf]
When the  H0  is true, the statistic has a  t  distribution with  n – 2 degrees of freedom.
For a two-sided level α test, 
if     t > t(n − 2,1− α/2)   or   t < − t(n − 2,1− α/2)   then reject H0.

If   − t(n − 2,1− α/2)  ≤  t  ≤  t(n − 2,1− α/2)  then notreject H0. 
Simple linear regression
If  Y  is to be estimated from  X  by means of some equation, we call the equation a
regression equation of  Y on X and the corresponding curve a regression curve of  Y on X.  
In simple linear regression, we model the relationship between two variables  X  and Y as a straight line. Therefore, our model must contain two parameters: a slope parameter and an intercept parameter. The usual notation for, and the notation for the population slope is β1 the population intercept is   β0. If we include the error term   ϵ,  the population regression 
model is given by

Y = β0 + β1X + ϵ
where  Y  is the dependent variable, X  is the independent variable; and  ϵ  is the error term, the only random component in the model and thus the only source of randomness in  Y.
The conditional mean of Y is

E(Y│X) = β0 + β1X.
We see that our model says that each value of  Y  comprises the average Y  for the given value of  X (this is the straight line), plus a random error. 
We obtain a random sample of observations on the two variables, and we estimate the regression model parameters   β0  and  β1  from this sample. This is done by the method of least squares.
The method of least squares
We denote the least-squares estimators for the regression parameters  β0  and  β1 by  b0  and  b1. The estimated regression equation is

Y = b0 + b1X + e,
where  e  stands for the observed errors — the residuals from fitting the line  b0 + b1X  to the data set of  n  points.

The regression line is

Yˆ = b0 + b1X,
where Yˆ (pronounced “Y hat”) is the Y value lying on the fitted regression line for a given X.
At the value  xi  of the independent variable, the  y  value predicted by this line is 
yˆi = b0 + b1xi
whereas the observed value is  yi. 
The error between the observed and predicted  y  values 
yi – b0 – b1xi = ei
is called residual  ei  for the point (xi, yi) about the estimated regression line. It is the vertical distance of the point from the line.

Some errors will be positive and others will be negative. If we want to minimize

all the errors (both positive and negative ones), we should minimize the sum of the

squared errors:
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Calculus is used in finding the expressions for  b0  and  b1 that minimize SSE. These expressions are called the normal equations and are given as equations 
[image: image13.emf]             [image: image14.emf].

This system of two equations with two unknowns is solved to give us the values of b0 
and  b1 that minimize SSE. The results are the least-squares estimators  b0  and  b1 of the simple linear regression parameters   β0  and  β1:
[image: image15.emf]          [image: image16.emf]
The obtained estimates  b0  and  b1  of the regression relationship are realizations of estimators of the true regression parameters  β0  and  β1. As always, estimators have standard deviations (and variances, which, are as small as possible). 
The Least-Squares Line in Terms of Sample Variances and Covariance

The least-squares regression lines of  y on x  and of  x on y can be writte as

[image: image17.emf].
If we formally define the sample correlation coefficient by

[image: image18.emf]
then the least-squares regression lines of  y on x  and of  x on y can be written, as

[image: image19.emf] .

It is clear that this two lines are different unless  r = ±1 in which case all sample 
points lie on a line and there is perfect linear correlation and regression.

It is also of interest to note that if the two regression lines are written as 

y = b0 + b1x                x = c0 + c1y
respectively, then

b1c1 = r2.
Error Variance and the Standard Errors of Regression Estimators

Recall that   σ2  is the variance of the population regression errors   ϵ   and that this variance is assumed to be constant for all values of  X  in the range under study. 
The error variance is an important parameter in the context of regression analysis because it is a measure of the spread of the population elements about the regression line.
Generally, the smaller the error variance, the more closely the population elements follow the regression line. 
Since  σ2  is usually unknown, we need to estimate it from our data. An unbiased

estimator of   σ2, denoted by s2, is the mean square error (MSE) of the regression:

[image: image20.emf].
The degrees of freedom are  n – 2 because 2 degrees of freedom are lost from estimating the  2  parameters,  β0  and   β1, (thus, two restrictions are imposed on the  n  points). 
The estimate  s  of the standard deviation of the regression errors  σ  is sometimes referred to as standard error of estimate.
The standard deviation of the regression errors  σ  and its estimate s play an important

role in the process of estimation of the values of the regression parameters  β0  and   β1. This
is so because  s  is part of the expressions for the standard errors s(b0) and s(b0) of both parameter estimators b0  and  b1: 

[image: image21.emf]              [image: image22.emf]
The regression parameter estimates  b0  and  b1 and their standard errors  s(b0) and s(b0) can be used in the construction of confidence intervals for the  β0  and   β1.
A  (1 – α)100%  confidence interval for β0 is

b0 ± t(n – 2,1 – α/2)s(b0).
A  (1 – α)100%  confidence interval for β1 is

b1 ± t(n – 2,1 – α/2)s(b1).
Hypothesis tests about the regression relationship
The test for determining the existence of a linear relationship between two variables  X  and  Y:
H0: β1 = 0      Ha: β1 ≠ 0.
The test statistic for determining the rejection or nonrejection of the H0 is given by
[image: image23.emf],
where  b1 is the estimate of the regression slope and  s(b1)  is the standard error of  b1. When the null hypothesis is true, the statistic has a  t  distribution with  n – 2 degrees of freedom.

For a two-sided level α test, 
if     t > t(n−2,1−α/2)   or   t < − t(n−2,1−α/2)   then reject H0.

If   − t(n−2,1−α/2)  ≤  t  ≤  t(n−2,1−α/2)     then notreject H0. 
Use of the Regression Model for Prediction

Producing point predictions using the estimated regression equation is very easy.

All we need to do is to substitute the value of  X  for which we want to predict  Y  into the prediction equation. 
Point predictions are not perfect and are subject to error. The error is due to the

uncertainty in estimation as well as the natural variation of points about the regression line. 
A  (1 – α)100% prediction interval for  Y  is given in equation:
[image: image24.emf].
We may compute a confidence interval for E(Y | X ), the expected value of  Y  for a

given  X. The (1 – α)100% confidence interval for  E(Y | X ) is given in equation
[image: image25.emf]
The confidence band for  E(Y | X )  around the regression line is narrower. 
The standard error of the estimator of the conditional mean  E(Y | X )  is smaller than the standard error of the predicted  Y. Therefore, the 1 is missing from the square root quantity in this equation.

Comparison of two regression coefficients

It is also of interest to note that if the two regression lines are written as 

y = a1 + b1x                y = a2 + b2x
respectively, s12  and  s22 are the mean square errors (MSE) of the two regression lines,
then the difference between b1 and b2 can be examined for statistical significance using t-test:

[image: image26.emf]
where 
[image: image27.emf].
The calculated t value is compared with the table  t(n1 + n2 – 4, 1 – α/2)  degrees of freedom and the decision rule is applied.
Nonlinear relations 
A scatter plot of the data often indicates that a relationship is far from linear. 
In some situations, however, it may be possible to transform the variables  x  and/or y  in such a way that the new relationship is close to being linear. A linear regression model can then be formulated in terms of the transformed variables, and the appropriate analysis can be based on the transformed data. 
Transformations are often motivated by the pattern of data. In some situations, a specific nonlinear relation is strongly suggested by either a theoretical consideration. Even when initial information about the form is lacking, a study of the scatter diagram often indicates the appropriate linearizing transformation.

A scatter diagram may exhibit a relationship on a curve for which a suitable linearizing transformation cannot be constructed. Method of handling such a nonlinear relation is to include terms with higher powers of  x  in the estimated regression equation 

Y = b0 + b1X + e.
In this instance, by including the second power of  x, we obtain the equation 

Y = a + bX + cX2 + e
which states that aside from the error components  e,  the  Y  is a quadratic function of  X. Such a model is called a polynomial regression model of  Y  with  X, and the highest power of  X  that occurs in the model is called the degree or the order of the polynomial regression. 
The analysis of a polynomial regression model does not require any special techniques. The above ideas are easily extended. Calculus is used in finding the normal equations for  a, b and c:
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This system of  3 equations with 3 unknowns give us the values of  a, b  and  c that minimize SSE.
