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Thermodynamics
Systems

The key initial step in any analysis is to describe precisely what is being studied. In thermodynamics the term system is used to identify the subject of the analysis. Once the system is defined and the relevant interactions with other systems are identified, one or more physical laws or relations are applied.

The system is whatever we want to study.

Everything external to the system is considered to be part of the system’s surroundings. The system is distinguished from its surroundings by a specified boundary, which may be at rest or in motion.The interactions between a system and its surroundings, which take place across the boundary, play an important part in thermodynamics.

Two basic kinds of systems are distinguished. These are referred to, respectively, as open systems and closed systems. 

· An open system is a region of space through which mass may flow. Mass may cross the

boundary of an open system.Living things and their organs can be studied as open systems. 

· A closed system is defined when a particular quantity of matter is under study. A closed
system always contains the same matter. There can be no transfer of mass across its oundary.

· A special type of closed system that does not interact in any way with its surroundings is
called an isolated system.

Property
To describe a system and predict its behavior requires knowledge of its properties and how those properties are related.

 
A property is a macroscopic characteristic of a system to which a numerical value can be assigned at a given time without knowledge of the previous behavior (history ) of the system: such as mass, volume, energy, pressure, and temperature.

Thermodynamic properties can be placed in two general classes:

· A property is called extensive if its value for an overall system is the sum of its values for
the parts into which the system is divided. Mass, volume, energy, are extensive.

· Intensive properties are not additive in the sense previously considered. Their values are 
independent of the size or extent of a system and may vary from place to place within the system at any moment. Specific  volume, pressure, and temperature are intensive properties.

Intensive properties may be functions of both position and time, whereas extensive properties can vary only with time.

Distinguishing Properties from Nonproperties

At a given state each property has a definite value that can be assigned without knowledge of how the system arrived at that state. Therefore, the change in value of a property as the system is altered from one state to another is determined by the two end states and is independent of the details of the process. 

Conversely, if the value of a quantity is independent of the process between two states, then that quantity is the change in a property. 
 It follows that if the value of a particular quantity depends on the details of the process, and not solely on the end states, that quantity cannot be a property.

Thermodynamics also deals with quantities that are not properties, such as mass flow rates and energy transfers by work and heat.

State
The word state refers to the condition of a system as described by its properties.Since there are normally relations among the properties of a system, the state often can be specified by providing the values of a subset of the properties. All other properties can be determined in terms of these few.

If a system exhibits the same values of its properties at two different times, it is in the same state at these times. A system is said to be at steady state if none of its properties change with time.

Classical thermodynamics places primary emphasis on equilibrium states and changes from one equilibrium state to another. 

In mechanics, equilibrium means a condition of balance maintained by an equality of opposing forces. In thermodynamics, the concept includs not only a balance of forces but also a balance of other influences. Accordingly, several types of equilibrium must exist individually to fulfill the condition of complete equilibrium; these are mechanical, thermal, phase, and chemical equilibrium.

We may test if a system is in equilibrium state by the following procedure:

Isolate the system from its surroundings and watch for changes in its properties. If there are no changes, the system can be said to be at an equilibrium state.

When a system is isolated, it does not interact with its surroundings; however, its state can change as a consequence of spontaneous events occurring internally as its intensive properties, such as temperature and pressure, tend toward uniform values. When all such changes cease, the system is in equilibrium. 

At equilibrium, temperature is uniform throughout the system. Also, pressure can be regarded as uniform throughout as long as the effect of gravity is not significant; otherwise a pressure variation can exist.

Zeroth law of thermodynamics

In thermodynamics, there are four laws that do not depend on the details of the systems under study or how they interact. Hence these laws are very generally valid, can be applied to systems about which one knows nothing other than the balance of energy and matter transfer.

Zeroth law of thermodynamics is about thermal equilibrium:

If two thermodynamic systems are separately in thermal equilibrium with a third, they are also in thermal equilibrium with each other.

This law is tacitly assumed in every measurement of temperature. Thus, if we want to know if two bodies are at the same temperature, it is not necessary to bring them into contact and to watch whether their properties change with time.

Process
When any of the properties of a system change, the state changes and the system is said to have undergone a process. A process is a transformation from one state to another. 

A process is reversible if both the system and surroundings can be returned to their initial states.

A process is called irreversible if the system and surroundings cannot be exactly 
restored to their initial states after the process has occurred. 

A system that has undergone an irreversible process can be restored to its initial state. However, were the system restored to its initial state, it would not be possible also to return the surroundings to the state they were in initially.

Paths through the space of thermodynamic variables are often specified by holding certain thermodynamic variables constant. 

An isobaric process occurs at constant pressure. An example would be to have a movable piston in a cylinder. In other words, the system is dynamically connected, by a movable boundary, to a constant-pressure reservoir.

An isochoric process is one in which the volume is held constant, meaning that the work done by the system will be zero. An isochoric process is also known as an isometric process or an isovolumetric process. We may say that the system is dynamically insulated, by a rigid boundary, from the environment.

An isothermal process occurs at a constant temperature. In other words, the system is thermally connected, by a thermally conductive boundary to a constant-temperature reservoir.

An adiabatic process is a process in which there is no energy added or subtracted from the system by heating or cooling. We may say that the system is thermally insulated from its environment and that its boundary is a thermal insulator. 

Energy in thermodynamics
We  consider the total energy of a system, which includes kinetic energy, gravitational potential energy, and other forms of energy.

In thermodynamics the change in the total energy of a system is considered to be made up of three macroscopic contributions:

· the change in kinetic energy, associated with the motion of the system as a whole relative
to an external coordinate frame. 

· the change in gravitational potential energy, associated with the position of the system as
a whole in the earth’s gravitational field

· all other energy changes are lumped together in the internal energy  U  of the system.

Let us develop a microscopic interpretation of internal energy by thinking of the energy attributed to the motions and configurations of the individual molecules, atoms, and subatomic particles making up the matter in the system:

· the translational kinetic energy of the molecules

· the kinetic energy due to rotation of the molecules 

· the kinetic energy associated with vibrational motions within the molecules

in dense gases, liquids, and solids, intermolecular forces play an important role in affecting
the internal energy.

· the  energy is stored in the chemical bonds between the atoms 

· the  energy associated with electron orbital states, nuclear spin, and binding forces in the nucleus. 

The first law of thermodynamics
The first law of thermodynamics says that energy is conserved in any process involving a thermodynamic system and its surroundings. 

It is convenient to focus on changes in internal energy U and to regard them as due to a combination of heat  Q  added to the system and work W  done by the system. 

Taking  dU as an incremental (differential) change in internal energy, one writes
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where  δQ and  δW are incremental changes in heat and work, respectively. Note that the minus sign in front of  δW  indicates that a positive amount of work done by the system leads to energy being lost from the system.  

Note, also, that some books formulate the first law as:
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  is the work done on the system by the surroundings. 

When a system expands quasistatically, the work done on the system is δW = − PdV,  whereas the work done by the system while expanding is  PdV. In any case, both give the same result when written explicitly as:
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Work and heat are due to processes which add or subtract energy, while  U  is a particular form of energy associated with the system:

· the term "heat energy" for  δQ  means "that amount of energy added as the result of 

heating"

· the term "work energy" for  δW means "that amount of energy lost as the result of work".

Internal energy is a property of the system whereas work done and heat supplied are not. A significant result of this distinction is that a given internal energy change  dU  can be achieved by, in principle, many combinations of heat and work.

Informally, the law is first was formulated by Germain Hess via Hess's Law, and later by Julius Robert von Mayer. The first explicit statement of the first law of thermodynamics was given by Rudolf Clausius in 1850:

"There is a state function E, called ‘energy’, whose differential equals the work exchanged with the surroundings during an adiabatic process."

The infinitesimal heat and work in the equations above are denoted by δ rather than d  because, in mathematical terms, they are not exact differentials. In other words, they do not describe the state of any system. 

The integral of an inexact differential depends upon the particular "path" taken through the space of thermodynamic parameters while the integral of an exact differential depends only upon the initial and final states. 

If the initial and final states are the same, then 

· the integral of an inexact differential may or may not be zero

· the integral of an exact differential will always be zero. 

The path taken by a thermodynamic system through a chemical or physical change is known as a thermodynamic process.

The second law of thermodynamics

The first law of thermodynamics relates heat and other forms of energy. But the first law doesn’t tell the whole story. The first law cannot explain certain facts about thermal systems. Put cups of cold and hot water in contact; the hot water cools and the cold water warms. The opposite never occurs—although energy would still be conserved:

Heat generally cannot flow spontaneously from a material at lower temperature to a material at higher temperature.

This fact is expression of the second law of thermodynamics (Clausius).

In simple terms, the second law of thermodynamics states that for a system, the differences in intensive thermodynamic quantities such as temperature, pressure, and chemical potential tend to become more uniform as time goes by, unless there is an outside influence which works to maintain the differences.

Mix hot and cold water, and you get lukewarm water. There’s no energy loss, but you have lost something—namely, the ability to do useful work:

· In the initial state, we could have run a heat engine using the temperature difference
between the hot and cold water.

· In the final state, there’s no temperature difference, so we couldn’t  run a heat engine. 

The quantity of energy hasn’t changed, but its quality has decreased. 

The loss of quality associated with energy transformations quantifies entropy  S. 
Clausius defined the change in entropy dS of a thermodynamic system, during a reversible process, as
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where δQ is a small amount of heat introduced to the system, T is a constant absolute temperature.

Note that the small amount  δQ of energy transferred by heating is denoted by δQ rather than  dQ, because  Q  is not a state function while the entropy is.

When a process is irreversible, the entropy change is equal to the amount of energy required to return the system to its original state by a reversible transformation at a constant temperature, divided by that temperature.

The SI unit of entropy is "joule per kelvin" (J•K−1).

It can be shown that the entropy change during any transformation between two equilibrium states is
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where the equality holds if the transformation is reversible.

If   δQ = 0, t hen   ΔS ≥ 0. This is the second law of thermodynamics. 

The second law of thermodynamics is an expression of the universal principle of entropy, stating that 

· the entropy of an isolated system which is in equilibrium is constant,

· the entropy of an isolated system which is not in equilibrium will tend to increase over time, approaching a maximum value at equilibrium. 

The formulation of the second law that refers to entropy directly is as follows:

A process that occurs in a system will tend to increase the total entropy of the universe.

Thus, while a system can undergo some physical process that decreases its own entropy, the entropy of the universe (which includes the system and its surroundings) must increase overall. Processes that decrease the total entropy of the universe are impossible. 
If a system is at equilibrium, no processes occur, and therefore the system is at maximum entropy.

Entropy is a quantitative measure of energy quality and of disorder; the higher the entropy, the lower the energy quality and the greater the disorder.

The highest-quality energy is mechanical or electrical energy, followed by the internal energy of systems at high temperature, and finally low-temperature internal energy. Whenever entropy increases, energy becomes unavailable to do work.

Eunavailable = Tmin ΔS
is the energy that becomes unavailable as a result of entropy increase  ΔS.

Microscopic interpretation of entropy
Let’s consider a real system of gas molecules: a mole of gas, or Avogadro’s number of molecules, at pressure  p, volume V, and temperature T. These three quantities describe the macroscopic state of the gas. 

The microscopic description of the system needs to specify the momentum and position of each molecule of the gas. Thus, at any given time, the gas can be in a large number of microscopic states, depending on the positions and velocities of each of its 6.02・1023 molecules. 

If the gas undergoes free expansion, the number of possible microscopic states increases and the system becomes more disordered. Because the entropy of a gas undergoing free expansion increases, the increase in disorder is related to the increase of entropy. This idea can be generalized as follows:

The most probable macroscopic state of a system is the state with the largest number of microscopic states, which is also the macroscopic state with the greatest disorder.

Let  W  be the number of possible microscopic states for a given macroscopic state. It can be shown that the entropy of the macroscopic state is given by

S = kB lnW,

where  kB  is the Boltzmann constant. 

This equation was first written down by the Austrian physicist Ludwig Boltzmann and is his most significant accomplishment (it is chiseled into his tombstone). You can see from equation that increasing the number of possible microscopic states increases the entropy.

The third law of thermodynamics
We can calculate only differences in the entropy using thermodynamic relations as we did above. But we can determine the absolute value of the entropy by using the third law of thermodynamics which states that

lim S = 0

T→0

  The law can be also stated as: "the entropy of all systems and of all states of a system is zero at absolute zero" or equivalently "it is impossible to reach the absolute zero of temperature by any finite number of processes".

A statement equivalent to this was first proposed by Nernst in 1906 on the basis of empirical observations. In the context of thermodynamics, the third law can be understood only as a consequence of empirical observations.
The most important consequence of the third law is that all heat capacities must go to zero as the temperature approaches zero. Note that these conclusions about the low temperature behavior of heat capacities are independent of the nature of the system. Such is the power of thermodynamics. This low temperature behavior of the heat capacity was first established experimentally in 1910–1912.

The central equation of thermodynamics
An expression of the first law can be written in terms of exact differentials by realizing that the work  δW  that a system does is, in case of a reversible process, equal 

δW = PdV
where  P is pressure and  V is volume. 

Also, for a reversible process, the total amount of heat added to a system can be expressed as 

δQ = TdS,

 where  T is temperature and  S is entropy. Therefore, for a reversible process,
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Since  U, S and  V are thermodynamic functions of state, the above relation holds also for non-reversible changes. The above equation is known as the central or fundamental thermodynamic equation.

In the case where the number of particles in the system is not necessarily constant and may be of different types, the first law is written:
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where  dNi is the (small) number of type-i particles added to the system, and  μi is the amount of energy added to the system when one type-i particle is added, where the energy of that particle is such that the volume and entropy of the system remains unchanged. 
μi is known as the chemical potential of the type-i particles in the system. 

If the system has more external variables than just the volume that can change, the fundamental thermodynamic relation generalizes to:
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Here the  Xi are the generalized forces corresponding to the external variables xi.

Thermodynamic potentials

As can be derived from the central equation of thermodynamics on a thermodynamic system there exist energetic quantities called thermodynamic potentials, being the quantitative measure of the stored energy in the system. 

A thermodynamic potential is a function used to represent the thermodynamic state of a system. The main thermodynamic potential is the internal energy, U. 

Expressions for all other thermodynamic energy potentials are derivable from an expression for U. The variables that are held constant in this process are termed the natural variables of that potential and are shown in the table.

Four common thermodynamic energy potentials are:
	Name
	Symbol
	Formula
	Differential
	Natural variables

	Internal energy
	U
	-
	dU  = TdS − PdV + μdN
	S, V, N

	Helmholtz free energy
	F
	U − TS 
	dF  = − SdT − PdV + μdN
	T, V, N

	Enthalpy
	H
	U + PV
	dH  = TdS + VdP + μdN
	S, P, N

	Gibbs free energy
	G
	U − TS + PV
	dG  = − SdT + VdP + μdN
	T, P, N


The natural variables are important not only for the above mentioned reason, but also because if a thermodynamic potential can be determined as a function of its natural variables, all of the thermodynamic properties of the system can be found by taking partial derivatives of that potential with respect to its natural variables and this is true for no other combination of variables. For example

dH = TdS + V dP + μdN,
taking partial derivatives of  H  with respect to its natural variables  S, P, N  we get
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Thermodynamic potentials are very useful when calculating the equilibrium results of a chemical reaction, or when measuring the properties of materials in a chemical reaction. The chemical reactions usually take place under some simple constraints such as constant pressure and temperature, or constant entropy and volume, and when this is true, there is a corresponding thermodynamic potential which comes into play. Just as in mechanics, the system will tend towards lower values of potential and at equilibrium, under these constraints, the potential will take on an unchanging minimum value. 

Available useful work

Potentials are used to measure energy changes in systems available to do useful work as they evolve from an initial state to a final state. The potential used depends on the constraints of the system, such as constant temperature or pressure. 

According to the first and second laws of thermodynamics, the change   dU  is:

dU  ≤  TdS − δW.

It therefore follows that any net work  δW  done by the system must obey

δW  ≤  TdS − dU.

It is useful to separate the work  δW  done by the system into the useful work δWu  that can be done by the system, over and beyond the work  pdV  done merely by the system expanding against the surrounding external pressure, giving the following relation for the useful work that can be done:

δWu  ≤  TdS − p dV  − dU.

Thus, internal energy  U  is the energy available in a system to do useful work, when the entropy  S  and volume V  are fixed.


When the temperature  T  and volume  V   are fixed, it follows from 

δWu  ≤  − SdT − PdV − dF
that Helmholtz free energy  F  is the energy available in a system to do useful work.

When the entropy   S  and pressure  P  are fixed, it follows from 

δWu  ≤  TdS + VdP  − dH
that enthalpy H   is the energy available in a system to do useful work.

 When the temperature   T   and pressure  P  are fixed, it follows from 

δWu  ≤  − SdT + VdP − dG
that Gibbs free energy  G   is the energy available in a system to do useful work.

Non-equilibrium thermodynamics

Non-equilibrium thermodynamics is a branch of thermodynamics concerned with systems that are not in thermodynamic equilibrium. Most systems found in nature are not in thermodynamic equilibrium because they are not isolated from their environment and are therefore continuously sharing matter and energy with other systems. This sharing of matter and energy includes being driven by external energy sources as well as dissipating energy.

The thermodynamic study of non-equilibrium systems requires more general concepts than are dealt with by equilibrium thermodynamics. Of particular importance for non-equilibrium thermodynamics are the concepts of time rate of dissipation of energy and of time rate of entropy production. Systems driven out of equilibrium do often exhibit patterned behavior such as fluctuations or phase transitions. Non-equilibrium thermodynamics is most successful in the study of steady states, where there are nonzero forces, flows and entropy production, but no time variation.

Flows and forces

The fundamental relation of classical equilibrium thermodynamics is:
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It expresses the change in entropy dS of a system as a function of the intensive quantities temperature  T, pressure  p and i-th chemical potential  μi  and of the differentials of the extensive quantities energy  U, volume  V and  i-th particle number  Ni.

Let us extend our considerations to thermodynamically non-equilibrium systems. As a basis, we need locally defined versions of the extensive macroscopic quantities U, V and Ni and of the intensive macroscopic quantities T, p and μi.
For non-equilibrium studies, we will consider some new locally defined intensive macroscopic variables. We can, under suitable conditions, derive these new variables by locally defining the gradients and flux densities of the basic locally defined macroscopic quantities.

Such locally defined gradients of intensive macroscopic variables are called 'thermodynamic forces'. They 'drive' flux densities, which are dual to the forces. 
Onsager showed in 1931 that in the regime where both the flows are small and the thermodynamic forces vary slowly, there will be a linear relation between them, parametrized by coefficients Lij :
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where the coefficients   Lij =  Lji.
This fact is called the Onsager reciprocal relations.


In stationary conditions, such forces and associated flux densities are by definition time invariant, as also are the system's locally defined entropy and rate of entropy production. 

Notably, according to Ilya Prigogine: 

when an open system is in conditions that allow it to reach a stable stationary thermodynamically non-equilibrium state, it organizes itself so as to minimize total entropy production defined locally.

dS/dt = min,  dS/dt =const.
This is Prigogine’s theorem of minimum entropy production, which applies only to the linear regime near a stationary but thermodynamically non-equilibrium state. 

Prigogine’s theorem can be visualized by imagining a system with several thermodynamic forces which are all allowed to equilibrate or adjust in a time-dependent way except that at least one is maintained so that the system cannot get to equilibrium. 

[image: image15.emf]The result is that that the entropy production will start at some rate and because the forces are progressively depleted the rate of the entropy production will monotonically go down until the system gets as close to equilibrium as it can and then stay in that state as long as the one force is maintained. So the entropy production starts at one place and goes down to a minimum where it stays.

Heat Transfer
Three common heat-transfer mechanisms are: conduction, convection, and radiation. In some situations, a single mechanism dominates; in other cases, we may need to take all three into account.

Conduction is heat transfer through direct physical contact. It occurs as molecules in a hotter region collide with and transfer energy to those in an adjacent cooler region.

Thermal conductivity k  (SI unit W/m∙K) characterizes this process. Common materials exhibit a broad range of thermal conductivities. Metals, for example, are good thermal conductors because they contain free electrons that move quickly. Insulators like fiberglass owe their insulating properties to a physical structure that traps small volumes of air or other gas.

H = dQ/dt  is the rate of heat flow in watts.

Figure shows a slab of thickness  Δx  and area  A.  

One side is at temperature  T  and the other at T + ΔT .  The rate of heat flow is
H = — kA ΔT/Δx
The temperature difference drives a conductive heat flow through the slab; so the heat flow is proportional to the temperature difference  ΔT, the slab area  A, and the thermal conductivity k. The thicker the slab, on the other hand, the more resistance to heat flow, so the flow depends inversely on thickness  Δx. The minus sign shows that the flow is opposite the direction of increasing temperature—that is, from hotter to cooler.
Convection is heat transfer by fluid motion. It occurs as heated fluid becomes less dense and therefore rises. The cooled fluid sinks, and the process repeats. As with conduction, the convective heat-loss rate often is approximately proportional to the temperature difference. But the calculation of convective heat loss is complicated because of the associated fluid motion. 


Radiation is heat transfer by electromagnetic waves. The radiated power  P increases rapidly with temperature, as described by the Stefan-Boltzmann law:

P = eσAT4
where  A  is the area of the emitting surface, T the temperature in kelvins, and  the Stefan-Boltzmann constant, 

σ =  5.67∙10-8 W/m2∙K4.

The quantity  e  is the emissivity, a number from 0 to 1 that measures the material’s effectiveness in emitting radiation. For radiation of a given wavelength, a material is equally good at emitting and absorbing radiation. 

Objects also absorb radiant energy from their surroundings, at a rate given by by the Stefan-Boltzmann law using the ambient temperature Ta so the net radiated power becomes

P = eσA(T4 − Ta4).

Because of the strong temperature dependence, radiation is generally the dominant  heat-loss mechanism at high temperatures but is less important at low temperatures. Radiation also dominates for objects in vacuum, since there’s no material to carry conductive or convective heat flows.

For an object that’s much hotter than its surroundings, the second term is negligible. But for an object that’s only a little warmer, like a human body, it’s significant.

